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Summer School on Survey Statistics
Virtual Sessions, September 2021

Preface

Dear Participants of the virtual Summer School on Survey Statistics!

The Summer School on Survey Statistics 2021 is the 25st event organised by the Baltic—Nordic—
Ukrainian (BNU) Network on Survey Statistics in a sequence of annual workshops, conferences and
summer schools. Originally, the network’s steering committee planned the summer school to be an
on-site event in 2020 in Minsk, Belarus. However, the ongoing global pandemic made us move to a
virtual event while still maintaining the bilingual feature of the original summer school. Four Fridays
in September were devoted to educational and scientific sessions in English and four Saturdays to
sessions in Russian. The virtual sessions were organized through Zoom hosted by the University of
Helsinki.

The summer school aims to promote scientific and educational cooperation in survey and official
statistics between statisticians interested in new trends in the area. The Programme Committee
selected Data integration, Machine Learning and Small area estimation as the main topics for the
event. Three widely recognized keynote speakers were invited: Shu Yang of North Carolina State
University, USA, Piet Daas of Eindhoven University of Technology & Statistics Netherlands and
Marcin Szymkowiak of Poznan University of Economics and Business & Statistical Office in Poznan,
Poland. Four experts from Ukraine were invited to give lectures on survey statistics in Russian:
Tetiana lanevych and Iryna Rozora, both of Taras Shevchenko National University of Kyiv, Tetiana
Manzhos of Kyiv National Economic University and Olga Vasylyk of National Technical University
of Ukraine “Igor Sikorsky Kyiv Polytechnic Institute”. The program also includes seven invited
speakers from the partner organizations of the network and a selection of contributed papers on topics
in modern survey statistics. Abstracts of the 35 presentations are collected in this Proceedings.

We are thankful to the International Association of Survey Statisticians (IASS) for sponsoring this
event. Support of the University of Helsinki and the other partner organizations is appreciated. Thanks
are due to Dalius Pumputis for collecting and compiling the materials in the Proceedings, and Martins
Liberts who took care of the Slack operations. Special thanks are due to Anastasiia VVolkova and
Amanda Hékkinen who contributed to the organization of the event. Members of the Steering
Committee of the BNU network deserve credit for their hard work.

We dedicate the summer school to the memory of Professor Seppo Laaksonen who passed away in
December 2020. His experience and expertise in survey methodology was enjoyed at numerous
educational and scientific events of the network. Seppo's warm personality and colorful lectures are
unforgettable.

This is the final edition of the proceedings publication of the summer school. In the first edition one
month ago, we wished fruitful sessions, new knowledge and useful contacts for everyone. We hope

that the event successfully met the expectations of more than 200 people from several countries who
attended the summer school.

On behalf of the organizers,
Risto Lehtonen, University of Helsinki

Maria Valaste, University of Helsinki
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Summer School on Survey Statistics 2021
Virtual sessions in English
Scientific Programme

Friday 3
September

15:00-16:00

Session 1

15.00-15.15

Opening: Risto Lehtonen and Maria
Valaste

15.15-16.15

Keynote Lecture

Shu Yang: Data integration: a new
paradigm for survey statistics

Chair: Risto Lehtonen

16:15-16:45

Session 2

Invited lecture

16.15-16.45

Kaja Sostra: SAE Methods for
Developing the Digital Economy and
Society Index (DESI) at local level

Chair: Imbi Traat

*k%k BREAK***

17:20-18:00

Session 3

Contributed papers (no parallel
sessions)

17.20-17.35

Vilma Nekrasaite-Liege: A
Comparison of URL finders for online-
based enterprise characteristics

17.40-17.55

Baiba Zukula: CAWImobile for
household surveys

Chair: Olga Vasylyk

Friday 10
September

15:00-16:00

Session 4

Keynote Lecture

Piet Daas: Identifying different types of
companies via their website text

Chair: Maciej Bergsewicz

16:00-17:00

Session 5

Invited lectures

16.00-16.30

Signe Balina: What is behind statistics?

16.30-17.00

Mykola Sydorov: UniDOS online with
LimeSurvey

Chair: Martins Liberts

*** 5 min BREAK***

17:05-18:05

Session 6

Contributed papers, parallel
session 1

Contributed papers, parallel
session 2

17.05-17.20

Milda Sli¢kute-Sestokiené: Register
based census in Lithuania

Anastasiia Volkova: On the
importance of conceptualization and
operationalization in survey design:
lessons from the Morally Debatable
Behaviors scale

17.25-17.40

Ance Cerina and Zane Matveja:
Statistical Disclosure Control for
Census 2021

Natalia Bokun: Enterprises Survey on
Personnel Demand




Ruana Pavasare: Statistical Editing and

Chair: Vilma Nekrasaité-Liegé

17.45-18.05 | Imputation of Missing values for the
Population Census 2021 in Latvia
Chair: Andrius Ciginas
Friday 17 15:00-16:00 | Session 7
September
Keynote Lecture
Marcin Szymkowiak: Small area
estimation in official statistics - past,
present and future directions of
applications
Chair: Danuté Krapavickaité
16:00-17:00 | Session 8
Invited lectures
Blaise Ngendangenzwa and Joel
16.00-16.30 | Tolsheden: Machine Learning and
Automatic Editing
Krista Lagus: Open-ended questions in
16.30-17.00 | surveys: Exploring the possibilities of
NLP and data science
Chair: Thomas Laitila
*** 5 min BREAK***
17:05-18:05 | Session 9
Contributed papers, parallel Contributed papers, parallel
session 1 session 2
Jelena VVoronova: Observing Danuté Krapavickaité: Highlights of
17.05-17.20 | Monresponse bias optimising data the WSC 2021 in Survey Statistics
' ' collection strategy for adaptive sample
survey design
Liliana Roze: Optimal identification of | Ulrich Rendtel, Andreas Neudecker
17.25-17.40 | auxiliary variables in sample surveys to | and Lukas Fuchs: The display of
reduce nonresponse bias Corona incidences in space and time
Darja Goreva and Viktors Veretjanovs: | Maria Valaste and Hanna Wass: Data
17.45-18.05 | Analysis of EU-SILC data depending Collection Mode and Nonresponse:
on modes of data collection in Latvia Practical Experiences
Chair: Tetiana lanevych Chair: Milda Sli¢kuté-Sestokiené
Friday 24 1 15.00.16.00 | Session 10
September
Invited lectures
Sylwia Filas-Przybyt and Tomasz
Klimanek: Income stratification of the
urban population in Poland
Tomas Rudys: The use of alternative
data sources at Statistics Lithuania
Chair: Janis Lapins
16.00-16.10 | *** Group photo ***
16:10-17:30 | Session 11
Contributed papers (no parallel
sessions)
Martin$ Liberts: Unequal Probability
16.10-16.25 | Sampling for the European Interview
Health Survey in Latvia
Ieva Burakauskaité and Vilma
16.30-16.45 | Nekrasaite-Liege: Selective Editing

Using Contamination Model

2




16.50-17.05

Yana Bondarenko: A Sequential
Probability Ratio Test for Online
Experiments

17.10-17.25

Andrius Ciginas: On design mean
square error estimation for model-
based small area estimators

Chair: Maria Valaste

17:30-18:00

Session 12

Closing of the Summer School and
Farewell Party

Chair: Kaur Lumiste




Summer School on Survey Statistics
Virtual Sessions, September 2021

Summer School on Survey Statistics 2021

Virtual sessions in Russian

Scientific Programme

Cy0060Ta, 04.09.

Saturday 4 September

11:00-12:30

3anarue 1

Session 1

Chair: Natalia Bokun

OTKpBITHE KOHPEPEHIINH

Opening

Jlexums «BLI60pO‘IHLIC O6CHCZ[OB8.HI/IHI OCHOBHBIC METOAbI
OLICHUBAHMUA

(TarpsHa SIHeBHY)

Invited lecture “Sample Surveys: Main Estimation Methods”
(Tetiana lanevych)

13:00-14:30

3ansaTue 2

Session 2

TaTbsiHa SIHEBUY MpOJOIIKAET

Invited lecturer continues (Tetiana lanevych)

Cy0060Ta, 11.09.

Saturday 11 September

11:00-12:30

3ansaTue 3

Session 3

Chair: Natalia Bokun

Jlekuust «OLieHUBaHKUE IOMEHOB M MaJjible 00JIaCTH OIICHUBAHUS
(Oupra Bacuimk)

Invited lecture “Estimation for Domains and Small Areas” (Olga
Vasylyk)

13:00-14:30

3ansarTue 4

Session 4

Omnbra Bacunuk npogomkaer

Invited lecturer continues (Olga Vasylyk)

Cy60ora, 18.09.

Saturday 18 September

11:00-12:30

3angarue 5

Session 5

Chair: Natalia Bondarenko

Jlexnms

«Vctosp30BaHme KaJMOPAIUHK C LIEJIbIO COKPAIICHNS CMETIICHNUS B
pesysbTate HeoTBeToBY» (Mpuna Po3opa)

Invited lecture “Calibration Estimation for Nonresponse Bias
Reduction” (Irina Rozora)

13:00-14:30

3ansaTue 6

Session 6

Brictynnenus

Contributed papers

Natalia Bokun: Labor Market Surveys in Belarus (Bei6opoutbie
o0cJieioBaHMs Ha pbIHKE Tpyaa B benapycn)

Sharilova Eugenia: Sample surveys in assessing the main
determinants of fertility decline in the Republic of Belarus /
BLIGOpO‘{HI)Ie 06CJ'I€I[0BaHI/I$I B OLICHKE OCHOBHBIX
JACTCPMUHAHTOB CHUIKCHUS POKIACMOCTH B PeCHy6J'II/IK€
benapyce

Nataliya Pekarskaya: Household survey to measure the
agricultural activity




Cy00ora, 25.09.

Saturday 24 September

11:00-12:30

3ansrue 7

Session 7

Chair: Natalia Bondarenko

«Big data u BBIOOpOUYHBIE 00CIEIOBAHUS: TIPOOJIEMBI
ucnonb3oBanus (TaTbsHa Manxoc)

Invited lecture “Big Data and Sample Surveys: Problems of Use”
(Tetiana Manzhos)

13:00-14:30

3ansarue 8

Session 8

Beicrynnenus

Contributed papers

Sakovich N.: Consumer Prices Sample Surveys in Belarus
(Ber6opouHbIe 00CIeI0BaHMsI MTOTPEOUTENBCKHX TIeH B bemapycn)

Korolenok A.: Problems of survey of unpaid activities

Liudmila Soshnikava: Using logistic regression to analyze the
results of statistical observations
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IDENTIFYING DIFFERENT TYPES OF COMPANIES VIA
THEIR WEBSITE TEXT

Piet Daas

Eindhoven University of Technology, Statistics Netherlands, Netherlands

e-mail: pjh.daas@cbs.nl

Abstract

The internet and especially web pages are a very interesting source of data. It has very interesting
potential applications such as providing novel insights on the activities of companies, to inform policy
makers and also for official statistics, especially when performed at large scale. However, extracting
relevant and reliable information from big data sources in a reproducible way is not an easy task. In
this presentation results of Machine Learning based classifications of web sites texts are discussed in
relation to the identification of innovative, platform economy and Al companies.

Keywords: Big Data, website text, machine learning, classification, bias correction.

References

Daas, P.J.H., van der Doef, S. (2020) Detecting Innovative Companies via their Website. Statistical Journal of
1AOS 36(4), pp. 1239-1251, doi/10.3233/SJ1-200627.

Puts, M.J.H., Daas, P.J.H.. (2021) Unbiased Estimations Based on Binary Classifiers: A Maximum Likelihood
Approach. Abstract for the 2021 Symposium on Data Science and Statistics, Machine Learning session. Archive
link: https://arxiv.org/abs/2102.08659

Puts, M., Daas, P. (2021) Machine Learning from the Perspective of Official Statistics. The Survey Statistician
84. pp. 12-17.
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SMALL AREA ESTIMATION IN OFFICIAL STATISTICS -
PAST, PRESENT AND FUTURE DIRECTIONS
OF APPLICATIONS

Marcin Szymkowiak

Poznan University of Economics and Business, Statistical Office in Poznan, Poland
e-mail: marcin.szymkowiak@ue.poznan.pl

Abstract

Small area estimation methodology (SAE) has been developed to produce reliable estimates of
different characteristics of interest, such as means, counts, quantiles or ratios for domains for which
only small samples are available. From that point of view SAE has become a topic of great importance
due to the growing demand for reliable small area statistics. SAE methodology is used by different
national statistical institutes in different areas, in particular to estimate quantities that are related to the
labour market, agriculture or business statistics. It is also useful for mapping poverty. For instance, the
World Bank has used SAE methodology to prepare poverty maps for tens countries all over the world.
The main purpose of this presentation is to provide a review of the main applications in SAE methods,
mainly in official statistics. Presentation will be based on earlier and present applications which serve
as a necessary background for the new directions of the SAE development, including using big data
sources as an example.
Keywords: small area estimation, calibration, poverty mapping, disability, big data.

References

Marchetti, S., Bergsewicz, M., Salvati, N., Szymkowiak, M., & Wawrowski, L. (2018), The use of a three-level
M-quantile model to map poverty at local administrative unit 1 in Poland, Journal of the Royal Statistical Society:
Series A, (Statistics in Society), Vol. 181, No. 4, 1-28.

Szymkowiak, M., Mtodak, A., & Wawrowski, L. (2017), Mapping Poverty at the Level of Subregions in Poland
Using Indirect Estimation, Statistics in Transition — New Series, 18 (4), 609-635.

Rao, J. N., & Molina, I. (2015). Small area estimation. John Wiley & Sons.
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DATA INTEGRATION: A NEW PARADIGM FOR SURVEY
STATISTICS

Shu Yang

North Carolina State University, USA
e-mail: syang24@ncsu.edu

Abstract

Finite population inference is a central goal in survey sampling. Probability sampling is the gold
standard statistical approach to finite population inference. Challenges arise due to high costs and
increasing non-response rates. Data integration provides a timely solution by leveraging multiple data
sources to provide more robust and efficient inference than using any single data source alone. The
technique for data integration varies depending on the types of samples and available information to
be combined. This talk provides a systematic review of data integration techniques for combining
probability and non-probability samples and for combining probability and big data samples. A wide
range of integration methods will be covered such as calibration weighting, inverse probability
weighting, mass imputation, and doubly robust methods. Finally, I will highlight important questions
for future research.

Keywords: Calibration weighting; data integration and fusion; double robustness; mass
imputation; variable selection.

References

S. Chen, S. Yang, and J.K. Kim (2020). Nonparametric mass imputation for data integration. Journal of Survey
Statistics and Methodology, doi.org/10.1093/jssam/smaa036.

S. Yang, J. K. Kim, and R. Song (2020). Doubly robust inference when combining probability and non-
probability samples with high-dimensional data, Journal of the Royal Statistical Society: Series B, 82, 445-465.

S. Yang, J. K. Kim, and Youngdeok Hwang (2021). Integration of data from probability surveys and big found
data for finite population inference using mass imputation. Survey Methodology, 47, 29-58.
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SAMPLE SURVEYS: MAIN ESTIMATION METHODS

Tetiana Ianevych

Taras Shevchenko National University of Kyiv, Ukraine

e-mail: tetianayanevych@knu.ua

Abstract

The lecture will be devoted to some basic estimators widely applied in Survey Sampling. I
start from Horvitz-Thompson estimator and its forms under different sampling designs. Then
I explain which parameters are nonlinear and how they can be estimated using as an example
ratio parameter. Some regression estimators will be also discussed, in particular, those based
on models of common ratio and simple liner regression.

I shall illustrate how and when we can use this estimators for analyzing the results from
sample survey using StatVillage. This is a hypothetical village in Canada. It is free online tool
developed by Schwarz (1997) and based on real data taken from the 1991 census of Canada.

The data from Statvillage can be downloaded as a txt-file and we will try to process the
data using free statistical software R. It is desirable to install R in advance. This can be done
from |https://www.r-project.org/!

Since the timing for the lecture is limited I shall have possibility to say only few words
on different estimation techniques. So, I would recommend some classical books on Survey
Sampling for deeper learning for those who become interesting: Cochran (1977) (translated into
Russian), Lohr (1999), Sdarndal et al. (1992), Vasylyk and Yakovenko (2010) (in Ukrainian).

Keywords: Horvitz-Thompson estimator, estimation of ratio, regression estimators.

References
Cochran, W.G. (1977) Sampling Techniquesto 3rd ed. Wiley, New York.
Lohr, S. (1999) Sampling: Design and Analysis. Duxbury Press, Pacific Grove.

Saarndal, C.E., Swensson, B., Wretman, J. (1992) Model Assisted Survey Sampling.Springer Verlag, New
York.

Schwarz, C.J. (1997) StatVillage: An On-Line, WWW-Accessible, Hypothetical City Based on Real
Data for Use in an Introductory Class in Survey Sampling. Journal of Statistics Education , 5(2).
http://jse.amstat.org/vbnz/schwarz.html

Bacummk O. L., dkosenko T.O. (2010) Jlewuii 3 meopii 1 memodie sulbipxosus obcmesicernsy. Bumasanu-
urso Kuiscbkuii yuisepcurer, Kuis. (In Ukrainian).
https://probability.knu.ua/userfiles/yakovenko,/ Vasylyk _Yakovenko book rev.pdf


https://www.r-project.org/
http://jse.amstat.org/v5n2/schwarz.html
https://probability.knu.ua/userfiles/yakovenko/Vasylyk_Yakovenko_book_rev.pdf
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BBIBOPOYHBIE OBCJIEJIOBAHNA: OCHOBHDBIE
METOAbI OHEHVNBAHWA

TarpaHa fHeBuU4Y

Kuesckuit HanmonaspHbIM yHUBepcuTeT nMenn Tapaca IlleByenko, YKpauHa
e-mail: tetianayanevych@knu.ua

AnBoTanusa

Jleknusi OymeT MOCBSIIEHA HEKOTOPBIM 0A30BBIM OIEHOYHBIM METOIAM, KOTOPBIE MIHPOKO
HCIONB3YIOTCS B TEOPUH BEIOOPOIHBLIX obctetoBannmii. Haumy s m3 paccmorpenus omeHku L opBuria-
Tommicona u ee ¢popM mpu pas3HbIX MeTomax ordopa. ITorom s 0ObACHIO KakWe mapaMeTpbl He
€CTh JINTHEHHBIMI M KaK WX MOXKHO OIEHWBATH HA TPUMEPE MapaMeTpa omuowerue. Mbl TakKe
PaCCMOTPUM PErpPECCHOHHBIE OIEHKH, B YACTHOCTHU, T€, KOTOPBIE CTPOSITCS HA MOIEIN ODIIEro
OTHOIIEHNSA U NPOCTOH JIMHEHHOI perpecCuu.

¢l mponATIOCTPUPYIO KAK M KOT/1a MOXKHO ITPUMEHSATh TU OIEHKHU /I aHAJIA3A PEe3yIbTaTOB
BBIOOPOYHBIX 00CIeA0BaHu UCTTOIb3ysd CTaTBUIaK. DTO KCKYCCTBEHHOE TocesieHne B Kanae.
DToT OHJIARH-UHCTPYMEHT CLELUAIbHO ObLi co3uaH /s yaebnbix teseii Hsapuom (1997) u juis
Hero ObIJIM MCITOJIb30BAHBI PeAIbHBIE JAHHbIE 13 mepenncu Haceaenns Kamagnr 1991 roma.

Jlannbre mogyyienubie B CTaTBUIMIzKe MOXKHO 3arpy3uTh B Buje txt-daiima. 4 mompobyio
MOKa3aTh, KAK WX MOXKHO 00paboTaTh HCHOIb3ys OECIIATHOE CTATHCTUYECKOE MPOrPAMMHOE
obecrieyenne R. ZKenareapbHO yCTaHOBUTH R 3arofisi. 910 MOXKHO CIEIATH CIEAys MO CCHLIKE
https://www.r-project.org/.

ITockonbKy BpeMmsi JIEKIMHM OTPAHWYEHO, si He OyIy MMeTh BO3MOXKHOCTH JIETAIhLHO PACCKA-
3aTh 000 BCEX METOMAX OIEHWBAHUs. 110 3TOMY si TOPEKOMEHIYIO HEKOTOPHIE KJIACCHIECKUE
KHUTH [0 TEOPUHU BHIODOPOYHBIX O0CJIE€IOBAHMIL [IJTsT yIIyOJIEHHOTO M3y9€HUs I TeX, KOTO ITO
saunrepecoBasio: Kokpaun (1977) (nepesenena na pycckuii s3bik), Jlop (1999), Capuaan u ap.
(1992), Bacunuk n fAkosernko (2010) (Ha yKpamHCKOM s3bIKE).

Kuarouesbie cioBa: Onenka ['opeuria-ToMiicona, oreHnBanne OTHOIIEHHUsI, PETPECCHOHHbBIE
OIIEHKMH.

JIuteparypa
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http://jse.amstat.org/von2/schwarz.html

Bacummk O. L., Skosenko T.O. (2010) Jexuii 3 meopii 1 memodie subipkosur obemesicerns. Bunapan-
urso Kuiscbkuiil ynisepcurer, Kuis. (In Ukrainian).
https://probability.knu.ua/userfiles /yakovenko/Vasylyk Yakovenko book rev.pdf
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Vadym Hetman Kyiv National Economic University, Ukraine
e-mail: tmanzhos@gmail.com

Abstract

Machine learning (ML) methods are gaining popularity across various scientific, technical and
business spheres, and survey research is no exception. Different types of ML models (such as LASSO,
SVM, CART, Random Forest etc.) have been used for responsive/adaptive designs, data processing,
nonresponse adjustment and weighting. More detailed review of various ML methods and their uses
for survey management has been discussed by Buskirk et al. (2018) and Kern et al. (2019).

Advantages of ML approaches are ability to automatically investigate the data, to find
dependency between target variable and predictors without prior knowledge about functional form, to
detect nonlinearities and to identify interactions automatically, to adapt to new data. The main
disadvantage is that such models are not always interpretable. Due to this fact, for tasks which require
result descriptions in terms of user understanding and making decisions based on them, it is needed to
use interpretable models (i.e. Decision Tree or LASSO) or apply special methods for explanation the
outcomes. To dig deeper into the topic, see Molnar (2019).

There are two types of ML techniques: supervised and unsupervised learning. The difference
between them is that in supervised learning it is needed to provide the correct results in terms of
labeled data. In supervised learning, model needs to find the function to map the input variables with
the output variable (labels). Supervised learning can be used for two types of problems: classification
(binary/discrete label) and regression (continuous label). In unsupervised machine learning, the data
are not labeled. The goal of unsupervised learning is to find the structure from the input data (i.e.
clustering task). In a survey research, the task of predicting unit nonresponse is an example of
supervised classification task. Predictors for the model can be both respondent-related and interview-
related variables, target variable is a binary label (indicator of nonresponse). Tree-based classification
model in this case can be used for constructing nonresponse weights (for detailed overview, see
Phipps & Toth, 2012).

Keywords: predictive models, machine learning, unit nonresponse, tree-based models

References

Buskirk, T. D., Kircher, A., Eck, A., Signorino, C.S. (2018) An introduction to machine learning methods for
survey researchers. Survey Practice, 11(1), 1-10.

Kern, C., Klausch, T., Kreuter, F. (2019) Tree-based machine learning methods for survey research. Survey
Research Methods, 13(1), 73-93.

Molnar, C. (2019) Interpretable machine learning. A Guide for Making Black Box Models Explainable.
https://christophm.github.io/interpretable-ml-book/

Phipps, P., Toth, D. (2012) Analyzing establishment nonresponse using interpretable regression tree model with
linked administrative data. The Annals of Applied Statistics, 6(2), 772-794.

11


mailto:tmanzhos@gmail.com
https://christophm.github.io/interpretable-ml-book/

Summer School on Survey Statistics
Virtual Sessions, September 2021

BIG DATA U BBIBOPOYHBIE OBCJIEJOBAHUA:
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e-mail: tmanzhos@gmail.com

AHHOTALIUA

Metoapl MalIMHHOTO OOY4YEHHsI CTAHOBSTCS Bce OoJiee MOMYJISIPHBIMU B HAay4YHOM, TEXHHYECKOH U
6uzHec cepax W BEIOOPOUHBIC MCCIIEAOBAHUS 31€Ch HE MCKIIOYCHHE. PazHble MOAENN MaIlIMHHOTO
oby4enwust, Takue kak LASSO, SVM, CART, Random Forest u jp., HCHONB3YIOTCS AJS aIalITUBHOTO
IW3aiiHa, TpeJCcKa3aHus HEOTBETOB, ITOCTPOCHHS BecoB. bolee neTampHO paccMaTpHBaeTCs BOIPOC
UCTIONIb30BAaHMS MAIMHHOTO 00y4IeHUs B cepe BEIOOPOUHBIX HCCIIEAOBAHUM B CTaThIX byckupk u ap.
(2018) u Kepn u ap. (2019).

[IpenmymecTBaMH TOAXOAOB MAIIMHHOTO OOYYEHHS SIBIAIOTCS MOCTPOSHHE 3aBHCHUMOCTH
MEXAY LieJIeBOM (HE3aBUCHMO) MEpEMEHHOMN M IIPETUKTOpaMH 0e3 MPENooKEeHUs 0 Buae (GYHKIIHH,
BO3MOXKHOCTh HCCIIEIOBaHHS CTPYKTYpbl IaHHBIX, OOHapyKeHHWE HEIMHEHHOCTEH, ajanTanus K
HOBBIM JaHHBIM. OIHUM U3 HEJOCTATKOB SIBJSIETCS B OOJBIIMHCTBE CJIy4acB HEBO3MOXKHOCTD
HHTEPIPETHPOBATh pPE3ynbTaThl. B cilyuae, korja MHTepIpeTalus BaXKHa B CMBICIEC ITOHMMAaHUS
HCCIIeIOBaTeNIeM pEe3ylbTaTOB MOJCIHPOBAHUS W TNPHHATUS pelIeHWH Ha HX OCHOBAaHUM,
HCTIONB3YIOTCS MHTEpIpeTupyembie Momenu (mepeBbs pernernit mwin LASSO) wiam crennaibHbie
METOJIBI JUIsl HHTEpIIpeTanuy. JleTaapHoe ONMCcaHne TaKUX METOIO0B PACCMOTPEHO B KHUre MoiHapa
(2019).

CymecTByer ABa crnocoba MalIMHHOTO OO0ydeHHs: OoOydeHHe C ydureneM W 0e3 ydJuTels.
OOydenue c yuuresneM TpeOyeT pa3MEUEHHBIX [aHHBIX, T.€. B 3TOM CIlydae HMes 3aBHCHUMYIO
NIepEeMEHHYI0 M Ha0Op HE3aBUCHMBIX IIEPEMEHHBIX CTPOMTCS (YHKIHMA-COOTBETCTBHE. B cBOIO
ouepeib, CYIIECTBYET JIBa TUIIA 3a/1a4 OOyUYEHUs C yUuTelleM: 3a1a4u Kinaccuduxanu (OuHapHas Uiu
JUCKpETHAs LIeJeBas MepeMeHHas) U perpeccuul (HempepsIBHas 1ieneBast mepeMenHas). Ooyuenue 6e3
YUUTENS HE MCIOIBb3yeT METKH, OCHOBHOM IIENIBI0 3JIECh SIBJISETCS HAXOXKJIEHHE CTPYKTYpHl U
MaTTepHOB B JIaHHBIX (HampuMmep, B 3a[a4ax KiacTepusalun). B ciydae BEIOOPOUHBIX HCCIIEOBAHHH,
MIPUMEPOM 33Ja4l MAIIMHHOTO O0yUeHHs ¢ yduTeseM (a MIMEHHO, 3a/1aui KJIACCH(DHUKALNHU) SBISETCS
IpeJCcKa3aHHe HEOTBETOB. 3JeCh IEJIeBOH NEepeMEHHOH BBICTYNAeT HWHIUKATOp HEOTBeTa (ecTh
HEOTBET WJIM HET), MHOXKECTBO MPEJUKTOPOB MOXKET BKIIFOUATh KaK OOIIMe CBEJICHHUS O PECIIOH/ICHTaX,
TaK ¥ CBA3aHHbIE C MHTEPBLIOMPOBaHMEM. MojenH, ITOCTPOCHHBIE HA JEPEBBSIX PEIICHUH B JaHHOM
ciIydae, MOTYT UCTIONB30BaThCs B AaMbHEHUIIIEM TIPH TIOCTPOSHUH BecoB (cM. Dumric u ap. (2012)).

KnaioueBble ci0Ba: TpeIUKTUBHBIE MOJEIH, MAaIIMHHOE OOy4eHHe, HEOTBETbI, IepeBbs
peeHui
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CALIBRATION ESTIMATION FOR NONRESPONSE
BIAS REDUCTION

Iryna Rozora

Taras Shevchenko National University of Kyiv, Ukraine

e-mail: rozora.iryna@gmail.com

Abstract

Calibration is a hot topic in many recent articles on estimation in survey sampling. Calibration
provides a systematic way to incorporate auxiliary information to estimate finite population
parameters.

During my lecture, I will give the basic concepts of calibration approach considering a point
estimator of total and mean based on calibration and a corresponding variance estimator. They
are general in regard to both the sampling design and the form of the auxiliary information.

We also should pay attention to different calibrated robust estimators of such population
parameter as mean with comparing them on the example.

Both the users and scientists of statistics know that nonresponse can greatly reduce the
quality of the estimates. Weighting is widely applied in surveys to adjust for nonresponse and
correct other nonsampling errors. We will discuss calibration estimation in the presence of
nonresponse with a focus on the linear calibration estimator.

Keywords: Calibration, weighting, nonresponse, mean.
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NCIIOJIBSBOBAHUE KAJIMBPAIIN C NEJIBIO
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HEOTBETOB
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Amnoranusa

KammbposKka B moceamnne roja siBasgeTcs O9eHb BOCTPeOOBAHHOM TEMOl B Hay THO-UCCIEI0BA~
TEIbCKUX CTATbAX, IMOCBAIMIEHHBIX BHIOOOYHBIM HaO 0meHnaM. [Ipu KaanbpoBKHU HCCIIOIb3yeTC st
CUCTEMATUYIECKUI TMOIXO [JIsT BKJIIOYEHUs] BCIIOMOTATEIHHON WH(MOPMAIMK JIs TOCTPOEHUST
OIIEHKY MTapPaMeTPOB COBOKYITHOCTH.

Bo Bpems jiekiuu s JaM OCHOBHBIE TIOHATHS O METO/IE€ KAJTUOPOBKHY, PACCMATPUBAS TOUEIHBIE
OIIEHKHU CyMMbBI U CPEIHErO U COOTBETCTBYIOIINE OIEHKHU JIUCIEPCHil.

Mpbt Takzke 0OpaTHM HAIlle BHUMAaHUE HA OTKATHOOBAHHDBIE PA3HBIE POOACTHBIE OTIEHKH TAKOT'O
TIOKA3aTeJIsT KAK CPEIHEE W CPABHUM MX HA MPUMEPE.

W craructuku, U y4eHHBbIE 3HAIOT, 9TO OTCYTCTBHE OTBETA B BHIOOPOYHBIX HAOJIIOIECHUSIX
MOXKET 3HAYUTEHHO CHU3UTH KAYECTBO OIEHOK. B3BenmBaHue mupoKO MPUMEHSAETCs I KOp-
PEKTHUPOBKH OTCYTCTBHSI OTBETOB U JIJIsl HCIIPABJIEHUS JIPYTHUX OMMOOK. MbI pACCMOTPUM OIEHKY
[PKU OTCYTCTBUU OTBETOB (NONresponse), UCIOJIb3ysl JIUHERHYIO CBiA3b B KaJIubPOBKE.

Kurrouesbie ciaoBa: Kajgnbposka, B3BenBanue, OTCyTCTBUE OTBETA, CPETHEE.
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ESTIMATION FOR DOMAINS AND SMALL AREAS

Olga Vasylyk
National Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnic Institute”, Ukraine
e-mail: vasylyk@matan.kpi.ua

Abstract

Estimation for domains is concerned with the development of statistical procedures for
producing efficient estimates for population parameters, such as totals, means, proportions,
medians, quantiles, percentiles for population subgroups called domains. Domains are defined by
the cross-classification of geographical districts by social, economic, demographic characteristics.
Small area estimation (SAE) means estimation for domains whose sample size is small or very
small (even zero).

There are several classifications of SAE methods, in particular, direct and indirect methods,
design-based methods and model-based methods, area-level models and unit-level models. Direct
methods use only domain-specific data. Indirect methods borrow information from all the
data. Design-based methods often use a model for the construction of the estimators (model
assisted), but the bias, variance and other properties of the estimators are evaluated under
the randomization (design-based) distribution. Model-based methods usually condition on the
selected sample, and the inference is with respect to the underlying model. Area-level models
relate small area direct estimators to area specific covariates. Such models are necessary if unit
(or element) level data are not available. Unit-level models relate the unit values of a study
variable to unit-specific covariates.

In the lecture, we shall consider classical and new approaches to estimation for domains
and small areas. Also a brief overview of SAE software will be presented and some examples of
computing the estimates will be given.

Keywords: design-based methods, domains, model-based methods, small area estimation.
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ONEHVBAHUE JOMEHOB 11 MAJIBIE OBJIACTU
OINEHVBAHUA

Ouapra Bacuauk
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urCcTUTYT uMeHu rops Cukopckoro”, YKpauHa
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AnBoTausa

OnenuBanue Jjis JOMEHOB CBSI3aHO C pa3pabOTKOM CTaTUCTUYECKUX MPOIEAYP JJIsl IOy Ye-
Hust 93(hEKTUBHBIX OIEHOK MapaMeTpoOB, TAKUX KAK CyMMapHbIE 3HAYEHNUsI, CPEIHNE 3HAUCHUS,
[POIIOPIMHU, MEAUAHBI, KBAHTUIIM, IIPOUEHTUIIU JIJId HOAIPYII IONyJianuu (TeHepabHON COBO-
KYIIHOCTHU), HA3bIBAEMbBIX JOMeHaMu. JIOMEHbI OLPeelIiOTCs ePeKPecTHO Kiaccudukalueit
reorpaduueckux paffoOHOB MO CONMUATHLHBIM, SKOHOMUYECKUM U JeMOTPAMDUIECKIM XapaKTEPH-
crukam. Onenusanve 1jia Maibix obsacreit (SAE) o3Hadaer oneHuBaHue JIjid JOMEHOB, Pa3Mep
BBIOOPKHU U3 KOTOPBIX MaJl UJIM OYeHb MaJl (1azKe MOXKeT ObITh PaBEeH HYJIIO).

Cy1ecTByeT HECKOJIBKO KIacCH(pUKani METOIOB OLEHUBAHUS JIJIst MaJIbIX 0b/1acTeil, B 4acT-
HOCTH, IIPDAMbBIE M1 KOCBEHHBbIE€ METOAbI OIl€EHUBAHWA; ME€TOJAbl, OCHOBAHHbIE Ha ﬂH3aﬁHe BbI60p-
K1 1 METO/bl, OCHOBAaHHbIE Ha MOJE/IAX; MOEJIN yPOBHA O6JIaCTI/I n MOAEJIM yPOBHA €WHUIDbL.
HpHMbIe METOAbI MCHOJb3YIOT TOJIBKO HAaHHbIE, OTHOCAIIIHUECA K JOMEHY. KOCBeHHbIe METOIbI
3anMMCTBYIOT WH(MOPMAIHIO W3 BCEX JAHHBIX. MeToapl, OCHOBAHHBIE HA AU3AlHE, 9aCTO UCIOJIb-
3YIOT MOJEJIb JJid MOCTPOEHUd OLEHOK, HO CMEIeHue, JUCIEPCUd U APYThe CBOUCTBA OLEHOK
OLIEHUBAIOTCS B PAMKAX PAHIOMU3AIMOHHOrO (OCHOBAHHOIO Ha Au3aiine) pacupejesenus. Me-
TO/IbI, OCHOBAHHBIE HA MOEJSIX, OOBIYHO 3aBUCAT OT IOJTYI€HHON BBIOOPKH, & BHIBOIBI AEIAT0TCS
OTHOCHUTETHLHO 06a30B0i Momenn. Momenn ypoBHsi 00JTaCTH CBSI3BIBAIOT MPSIMbIE OIEHKHU IS Ma-
JIBIX OOJIACTEH C KOBapHaTaMu, XapaKTEPHBIMU [IJIA 3TUX obaacTeit. Takue Momean HeoOXOIUMBI,
€CJIM JJaHHbIE HA YPOBHE €IWHUIBI (3JIEMEHTa) HeJAOCTYIHbL. MoJeau ypOBHS €IMHUIbI CBA3bI-
BAIOT 3HAYEHUS MCCIEIYEMOil MEPEMEHHON /T 9JIEMEHTa ¢ KOBAPUATAMU, CIEINMOUIHBIMHA s
JJIeMEeHTa.

B JIEKIIUU Mbl DACCMOTPUM KJIAQCCUYECKUE U HOBBIE TTOAXO/Ibl K OLIEHUBAHUIO JJId JOMEHOB U
MaJtbix obsacreii. Takxke Oymer mpeacTaBiaeH KpaTKuii 0030p TPOrpaMMHOTO OOECTIEYeHUsT IJIsT
SAE u npuBeseHbl HEKOTOpbIE TPUMEPBI PACUETa OIEHOK.

KirroueBbie cJi10Ba: IOMEHBI; METO/IbI, OCHOBAHHbIE HA JAu3aiiHe BHIOOPKH; METO/IbI, OCHO-
BAHHBIE HA MOJEJISX; OIEHUBAHUE JIJI MAJBIX 00JIACTEN.
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Abstract

Income stratification of urban population in Poland is a proposal of a new methodological
approach in Statistics Poland to the study of personal incomes at the local level. It was designed
to be in line with the modern paradigm of statistical data collection, which stipulates that
instead of burdening respondents with the obligation of completing multiple questionnaires,
national statistical institutions should make the widest possible use of information contained in
administrative registers. One of the basic variables describing the populations standard of living
is income. Personal income earned by individuals enables them to meet their various needs.
Because Statistics Poland processes and publishes income data (especially for households) from
sample surveys, the resulting statistics are usually available only at the level of province or even
higher levels of spatial aggregation, which are of little use to researchers interested in conducting
more detailed socio-economic analyses. The lack of data for lower levels of spatial aggregation
is particularly aggravating precisely because the variation in personal incomes becomes evident
mainly at these lower levels. So far, official statistics, especially concerning cities and inner-
city areas, have not included information about the characteristics describing the level of and
variation in personal incomes. The presentation covers a general description of the methodology
applied to obtain income stratification of urban population in Poland, including the review
of the literature on measures of income, methods of classification and spatial analysis and
finally selected statistics about the level and variation in the distribution of incomes earned by
inhabitants of Polish towns and cities. Selected results of the study are shown in the form of
choropleth maps and tables.

Keywords: income stratification, personal income tax register, cities and inner-cities areas.
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MACHINE LEARNING AND AUTOMATIC EDITING

Blaise Ngendangenzwa and Joel Tolsheden

Abstract

This presentation concerns application of Machine Learning (ML) algorithms for imputation in
the data editing process. Imputations are made automatically without manual intervention in the
process. Imputations are made for missing observations and observations flagged as potentially
erroneous by the selective editing program SELEKT. Three different ML algorithms are tested and
evaluated on data from the short-term employment survey. The algorithms are trained on “cold” data
sets and the selected variants of the algorithms are used for imputation in a “hot” data set. Results
imply ML algorithms are useful in the editing process of replacing missing or potentially erroneous
observations. Final estimates are close to those obtained under traditional manual imputation. Results
also show the importance of selecting the specific algorithm.
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THE USE OF ALTERNATIVE DATA SOURCES AT
STATISTICS LITHUANIA

Tomas Rudys

Statistics Lithuania, Lithuania

e-mail: tomas.rudys@stat.gov.1t

Abstract

We are giving a short overview of the projects related to the use of alternative data sources
at Statistics Lithuania. In this digitalization age huge amount of data is available from different
data sources including privately held data. In order to use these kind of data and make inference
its important to understand the data generation mechanizms which are usualy not very clear.
In this talk first atemps to use alternative data sources and chalanges at statistics Lithuania will
be presented. Particularly the talk will focus on legislative, technical aspects of alternative data
sources, importance of the need for mew methods and techniques for data integration. Curently
projects releated the use of web scraped data for online vacancies and enterprise characteristics
is under develompment. Aditionaly engitiation with private trade companies is giving first
results to obtain scaner data fro price statististics. Furthemore analysis of posibilities to use
satelite imagery data for agriculture statistics is under way. Despite methodological difficulties
the posibilities to obtain data from private sector remains. These isues will be shortly discused
during the presentation.

Keywords: official statistics, alternative data sources, data integration.
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UniDOS ONLINE WITH LIMESURVEY

Mykola Sydorov? and Oleksiy Sereda?

! Taras Shevchenko National University of Kyiv, Ukraine
e-mail: myksyd@knu.ua

2 Taras Shevchenko National University of Kyiv, Ukraine
e-mail: as_sereda@knu.ua

Abstract

In this paper we showed that it is easy to conduct anonymous surveys in web with
LimeSurvey. The UniDOS survey 2020 was made with direst email sending of
invitations and remainders. There was formulated 2 most problems: low email rate and
low response rate and described how to reduce theirs.

Keywords: web survey, LimeSurvey.

1 Introduction

From 2009 at Taras Shevchenko National University of Kyiv we conduct monitoring survey about
different sides of students’ life. The last couple of year in before pandemic period we performed solid
surveys for 1% year students and multilevel sampled surveys for 2+ year student (bachelors 2-4 years
and masters 1-2 years of education) (Sydorov and Sereda 2018). That surveys were conducted with
self-filling paper based questionnaires in classrooms during lectures or other lessons. The sampling
error did not exceed 4.2% with a confidence level of 0.95.

In 2020 there was impossible to conducts UniDOS (UniDOS, 2021) in same way because of pandemic
restrictions: direct contacts between interviewers and respondents was prohibited, all lessons in
classrooms were transferred to online mode.

Due to the fact that we have been conducting online surveys since 2006 and switched to LimeSurvey
(LimeSurvey, 2021) use (Sydorov, 2009) in 2008, UniDOS 2020 was decided to hold online in
LimeSurvey.

2 Survey methodology and respondent anonymity

In our former paper-based solid surveys of 1% year students in 2013-2019 the response rate was about
50-60%. This was due to the fact that some students during the survey were on internship or assistant
training practice, expressed a reluctance to participate in the study or simply absent in classrooms.
Since response rate in web surveys is lower than in paper-based, in 2020 we conducted solid web
surveys as for 1st year students so as for 2+.

LimeSurvey gives a possibility to create respondents data base and use it for direct mailing of
invitations and remainders. This approach is very important for some reasons: we could control does
respondent have finished survey, estimate response rate and errors, avoid third-party respondents.
Before survey we have got email addresses of all students (except some students due to local problems
in the faculties) that had to take part in the monitoring research 2020. Then we had created email data
base and automatically generated unique assess keys (tokens) for each respondent. Every of these
tokens could be used just once in survey. This this does not allow third-party respondents to take part
in the survey and registered respondents to take the survey twice.

The first question students asked us during survey was about respondents’ anonymity. In Lime Survey
anonymizer of responses is present. It gives even not confidentiality but real anonymity and existence
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of full response control in one time. In the opposite of not anonymous surveys in our case creates 2
data tables. In one there are exists just answers of the respondents and random seeds, in other — mail
data base, tools for sending invitations and reminders and indicators of questionnaire completion. It is
impossible to determine which respondent indicate which answer but possible to know has fixed
respondent completed questionnaire or not. By the way such tool we use for online secret ballot at the
Academic Council etc.

3 Survey organization and data collection

In first step letters with invitation was sent to first part of appropriate students (different questionnaire
for 1% and 2+ years of study and there are limitation of number of letters to send in one day) with
unique token for each person. From our previous researches we decided that the best time for this is
from Monday evening to Tuesday evening (Wednesday morning). For 1* year students’ emails and
remainders delivering and full answer activity is presented on pic.1.
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Pic. 1. Distribution of activity of 1% year students and dates. Vertical gray lines are the dates of
sending invitations (first pair of gray lines) and remainders (other pairs). Curve — number of complete
answers per day.

The amount of 1* year unique students’ mails was 4754. We used external mailing service SMTP
from ukr.net mail portal and there is a restriction of not more than about 3000 letters per day for
sending from one address. That is why we used 2 days for inviting and reminding — 1% and 2" weeks
after inviting.

The same situation was with 2+ surveys, but the former paper based questionnaire for 2+ was quite
big as for online (about 276 mono questions). For solving this problem we divided questionnaire for 3
parts: 1 core and 2 crosses. Each of new questionnaires was consist of core and one of cross parts.
Inviting and reminding was organized in same way: Monday evening to Wednesday — inviting, after a
week — we have sent reminders. The respondents had the opportunity to refuse of participation in the
survey. In this case, they were not reminded again.

After collecting of survey data in LimeSurvey it is easy to export whole data to SPSS, R, SAS, xlsx
etc. formats. In exported dataframe all data are anonymous.

4 Results

After collecting the data we received complete answers of 1% year students with response rates mean
0.51 that is very good for web survey (see Table 1). There were some faculties with low email rates —
proportion between given emails and number of students.
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Table 1. Survey paradata of 1* year of study students.

Faculty | Number of students | Emails | Answers | RRate | Wages | Weighted number
faculty 1 207 204 149 73,04% | 0,6 89
faculty 2 633 639 264 41,31% | 1,03 273
faculty 3 231 213 121 56,81% | 0,83 100
faculty 4 173 172 80 46,51% | 0,94 75
faculty 5 372 316 163 51,58% | 0,98 160
faculty 6 334 294 125 42,52% | 1,15 144
faculty 7 233 181 83 4586% | 1,2 100
faculty 8 255 27 21 77,78% | 5,24 110
faculty 9 176 100 57 57,00% | 1,33 76
faculty 10 95 91 68 74,73% | 0,6 41
faculty 11 126 126 81 64,29% | 0,65 53
faculty 12 105 65 42 64,62% | 1,07 45
faculty 13 516 496 197 39,72% | 1,13 222
faculty 14 218 80 63 78,75% | 1,49 94
faculty 15 347 297 128 43,10% | 1,17 150
faculty 16 530 518 255 49,23% | 0,89 228
faculty 17 761 631 352 55,78% | 0,93 328
faculty 18 74 74 18 24,32% | 1,72 31
faculty 19 287 230 175 76,09% | 0,71 124

Total 5673 4754 2442 2443

As we can see the high wages (more than 1.4) are presented mostly for the faculties with low email

rates.

For 2+ students we received the same situation with a bit less response rates (mean 0.33) by faculties

(see table 2) but it is usual situation that 2+ students’ response rate is lower than of 1%,

Table 2. Survey paradata of 2+ year of study students.

Faculty | Number of students | Emails | Answers | RRate | Wages | Weighted number
faculty 1 845 735 390 53,06% | 0,50 195
faculty 2 653 329 152 46,20% | 0,99 151
faculty 3 337 320 89 27,81% | 0,88 78
faculty 4 1706 1661 437 26,31% | 0,90 394
faculty 5 278 200 81 40,50% | 0,79 64
faculty 6 971 760 257 33,82% | 0,87 224
faculty 7 1982 1337 400 29,92% | 1,14 457
faculty 8 2328 1168 457 39,13% | 1,18 537
faculty 9 666 552 177 32,07% | 0,87 154
faculty 10 608 353 164 46,46% | 0,85 140
faculty 11 588 231 64 27,71% | 2,13 136
faculty 12 1071 1047 265 25,31% | 0,93 247
faculty 13 998 786 183 23,28% | 1,26 230
faculty 14 606 399 126 31,58% | 1,11 140
faculty 15 207 207 124 59,90% | 0,39 48
faculty 16 468 430 136 31,63% | 0,79 108
faculty 17 711 66 19 28,79% | 8,63 164
faculty 18 399 394 186 47,21% | 0,49 92
faculty 19 1872 1262 281 22,27% | 1,54 432

17294 12237 3988 3991

As we can denote — there are 2 most problem for data quality of our survey: low email rate and low

response rate. But these problems could be solved or reduced.
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5 Conclusion and discussion

We could conclude that such approach of online survey gives appropriate results of data collection
procedure. The analysis of biases show that difference between 2019 paper-based and 2020 web-based
surveys data collection mostly becomes because of problems with email rates and response rates.

As we noted, there were 2 most problems for data collection quality in our survey: low email rates by
faculties (and years) and low response rate by faculties (and years).

First one was caused because of insufficient level of completeness of e-mail addresses lists provided
by faculties. This problem could be solved when we will send requests to faculties about collecting
students’ email addresses earlier and note, that we need emails of all students of fulltime education.
The second problem could be reduced when before survey runs advertising campaign of this survey,
present results of previous waves and declare how results of previous waves influence to students’
life.
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Abstract

Digital Economy and Society Index (DESI) is a composite index summarising progress on
connectivity, digital skills, use of internet by citizens, integration of digital technology by businesses
and digital public services on national level. The aim of the current research was to test small area
estimation (SAE) methods for estimating some DESI components on local government level. The
following four human capital indicators were selected for analyses and testing: share of frequent
internet users, communication skills above basic, share of persons who used online banking and share
of persons who ordered goods or services online.

Data sources for the local DESI were sample survey of the Information technology of households,
statistical population register and employment register. Administrative registers provided auxiliary
information for small area estimation models. Four estimators were tested in the present research:
Direct, GREG, Synthetic and EBLUP (EURAREA, 2004). The performance of estimators was tested
using Monte-Carlo simulation. Artificial population was used for the simulation study. Samples with
size 4000 persons were selected from the population by systematic sampling. The sampling design
was similar to the real survey design. All possible 246 samples were selected with starting point from
the 1st person to the 246th person. Four indicators were estimated from every sample for local
governments. The simulation study showed that the Synthetic and EBLUP estimators are reliable
estimation methods for local DESI components for small and medium municipalities. The choice
between GREG and EBLUP for large municipalities depends on if one prefers unbiased estimator
where it is reliable or to use the same method for all areas for better comparability.

The research report is published in Sostra (2021). The data analysis and simulation study
demonstrated that DESI human capital components could be well explained by demographic and
socio-economic variables available for all population. Therefore small area estimation methods give
reliable results for local DESI if administrative register data or/and some alternative data sources are
available for statistical purposes.

Keywords: DESI index, small area estimation (SAE).
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Abstract

The In recent years, the growing number of small enterprises, problems of labor force and labor
market, have motivated the development of specialized methodology and software for enterprises
sample surveys, whose purpose is to study the demand in personnel by occupation and profession.

Since 2018 and until 2020 sample surveys of enterprises employees structure spent without special
software. Survey objects were organizations by regions and kinds of activity.

Nowadays, the Ministry of Labor and Social Affairs of the Republic of Belarus together with
Research Institute of Labor develop sample survey algorithms and make the preparatory work on
implementation of the enterprises sample surveys. In October-November 2021 a test sample survey is
being planned. The first results of adaptation of Sample Survey methodology indicated the appearance
of significant organizational and methodological problems: non-responses, the need for localization of
the sample, using a combination of selection methods, samples in small domains.

This paper has the next parts:

1) sampling frames that incorporate files of enterprises by regions and kinds of activity;
2) questionnaire: number of employees, total and by occupation, profession;

3) sample design: territorial stratified univariate samples are used,;

4) statistical weighting that includes traditional Horvitz-Thomson estimator, annual sample
updating.

The use of combination of different univariate sample methods (proportional, optimal allocation and
others), weighting methods will provide very reliable information over total indicators of employees
number. However, standard errors, calculated by separate indicators by occupation in the context of
different kinds of activity at regional level, are rather high. To improve the representativeness by
region weighting procedure can be complicated by usage of auxiliary calibration estimators.

Keywords: employees, personnel, enterprises, sample survey, sampling frame, weighting,
estimator.
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Abstract

The experience of conducting special surveys on the labor market in Belarus is considered:
Labor Force Survey, Survey of employers about demand for personnel, Survey of wages of
employees by category. The design and statistical weighting of surveys are analyzed. It is
proposed to use a combination of univariate and multivariate selection methods.

Keywords: labor market, sample, statistical weighting, sampling error, sample size.

1 Introduction

The labor market is a complex system of relationships: employee - state - employer. The
development of market relations, on the one hand, contributes to the development of human
potential, on the other, to the growth of labor productivity. The importance of labor resources,
labor force, labor market is increasing in the context of globalization and pandemic, which is due
to a number of factors: aging of the population, the formation of special market segments (caring
for the elderly, sick, information technology), integration processes. The tools for assessing the
real situation on the labor market are not perfect: special subsystems of labor market indicators
that comprehensively reflect its state (demand, supply of labor, market infrastructure, efficiency)
are not distinguished, the possibilities of existing information support are not fully used. So,
there are no data on latent, cyclical, structural unemployment, retrospective time series of actual
unemployment indicators. The directions for the development of labor market statistics are
associated with improving the methodology of household surveys on employment issues,
surveys of wages of employees by profession and occupation, conducting surveys of employers
on personnel structure and demand.

2 Households survey to study the problems of employment

In Belarus, the main sources of information on the labor market up to 2012: current reporting of
organizations, administrative data and the population census, - made it possible to measure in
detail the labor force indicators, but did not provide annual and monthly estimates of actual
unemployment, which, according to the 2009 census, was 6-7 times exceeded its officially
registered level, there was no distribution of employed and unemployed by age, profession,
employment status, part-time employment was not determined. The above factors led to the need
for a special labor force survey, which has been carried out by the National Statistical Committee
of the Republic of Belarus on a regular basis since 2012. The main objectives of the survey: to
study the state and dynamics of demand - supply of labor, the formation of official statistical
information on the number of employed, unemployed, causes and duration of unemployment.
Survey objects are private households, residents aged 15-74.

The survey is carried out quarterly, in each region and separately in Minsk. Taking into account
possible non-responses, the selection share is 0.9%, or 37.2 thousand households. The territorial
probabilistic three-stage sampling is used. At the first stage, the selection units are cities, urban-
type settlements, village councils, at the second - the enumeration areas formed during the last
census, and rural settlements, at the third - households. Rotation of 25% of the sampled
households is carried out annually. The selection procedure for administrative-territorial units is
carried out once every 4 years.
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The methodology for statistical weighting and dissemination of data to the general population is
based on assigning an appropriate weight to each holding (Bi):

B =— )

N P1P2Pa

where p; - probability of the selection of each city (village council);
p= - probability of selection of each polling district in cities, village council;

P2 - probability of selecting a household.

Individual weights of respondents are calculated based on the results of iterative weighing: weights
are calculated separately by gender, urban and rural areas; adjustments are made to the initial
coefficients, first in the context of urban and rural areas, then - for five-year age groups.

Final individual weight for the respondent in each 5-year group:

KE = BB ) klv (2)
where B, = fi; ky = E
s} Se

Sj, s; — population size in the j-th age and sex group based on the results of Census and survey;
St — population size in the t-th group by urban (rural), sex (on the Census data);

S — extrapolated population size in the t-th group (by B,).

To increase the representativeness of the data (by region, urban and rural areas, age and gender
groups), it is possible to increase the number of iterations, use alternative weighing schemes.

3 Survey of wages of employees by profession and occupation

The survey is carried out twice every 5 years. Enterprises are surveyed by type of activity. A two-
stage sampling is used: at the first stage, using a combination of one-dimensional and
multidimensional methods, organizations are selected, at the second - at each selected enterprise, in
turn, workers are mechanically selected. As a sampling frame, an array of organizations in the form
12-t "Labor report" is used, as well as the payroll number of employees for October. The approximate
sampling fraction of organizations is 35-40%, the relative sample error in the country as a whole is up
to 2%, by type of activity - up to 6-7%.

Data extrapolation is performed using aggregated and final weights:

N T,
kai = kn ) km’i lkn = E} km’ = t_!-' 3)

where k,, — weight of the organization;

k,; — individual weight of an employee of the i-th category;

N, n,, — number of organizations of the m-th group in general and sample populations
accordingly

T; —total number of employees of the i-th category in organization;
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t; — number of employees of the i-th category who were included in sample population of this

organization.

4 Survey of employers on the personnel demand

The survey is carried out annually, starting from 2018-2019, jointly by the Ministry of Labor and
Social Affairs and the Research Institute of Labor. The goal is to study the composition of the
workforce at the level of organizations by main types of activity in the context of categories and
occupations. As separate sections of the questionnaire, there are: payroll number of employees in the
context of categories and occupations, skills and abilities of employees. Questions are asked not only
about the available number of employees, but also about the needs in the coming years. During 2020-
2021 the development of algorithms and specialized software is carried out. They are:

- formation of sample populations of organizations by region and type of activity, using a combination
of random selection without stratification and simple, proportional and optimal stratification;

- statistical weighting using the Horwitz-Thompson estimator;

- updating sample population for non-responses by imputing data ( replacing non-responses,
duplicating organizations, etc.).

The sampling frame is an array of organizations reporting in the form 4-fund; excluded sections O, T,
I, housing, construction, garage cooperatives, parties, confessions.

The main problems of sampling are associated with a high number of non-responses (up to 50-60%),
the presence of atypical units, and fragmentation of the population as a result of regional and sectoral
distribution.

Conclusion

The experience of conducting employment surveys, surveys of wages, surveys of employers in
Belarus has shown:

- survey problems are mainly associated with the presence of non-responses, the need of localization
of sampling, regional subsamples construction; the need to use different weighing and extrapolation
schemes;

- the most optimal model for selecting households is a three-stage stratified sampling; for
organizations is a combination of univariate and multivariate samples;

- the recommended sampling fraction of organizations is 20-35%; households is 0.4-0.9%.
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AHHOTaNuA

Paccmotpen onbIT npoBeneHus B benapycu cnenuanbHbIX 00CIeI0BaHUN Ha PhIHKE
Tpyna: obcnenoBaHue pabodeld CHIIbI, ONPOC HaHMUMaTedeld O MOTPeOHOCTH B Kaupax,
oOcneoBanre  ycioBui  3apabOTHOM  TulaTbl  paOOTHHKOB MO  KaTErOpHsIM.
[Mpoananu3upoBaHbl JW3aiH M CTaTHCTHYECKOE B3BEIIMBaHUE OOCIIEIOBaHUIM.
IIpennoskeHo UCTIONB30BaTh COUETAHNE OJHOMEPHBIX U MHOIOMEPHBIX METOJIOB 0TOOPA.

KaioueBble cioBa: phIHOK Tpy/Ja, BHIOOPKA, CTATUCTHYECKOE B3BEIMBAaHHE, OIIMOKA
BBIOOPKH, 00bEM BBIOOPKH.

1 Bseaenmue

PeIHOK Tpyza mpencraBisieT coO0H CI0XKHYIO CUCTEMY B3aMMOOTHOIIEHHH: paOOTHHK — roCy1apCcTBO
— HaHUMaTenb. Pa3BUTHE pPHIHOYHBIX OTHOIIEHHWH, C OJHOM CTOPOHBI, COJIEHCTBYET Ppa3BUTHIO
YeJI0BEUECKOTO MOTEHIMANa, C APYrOi — POCTY NPOU3BOJUTEILHOCTH TPYAa. 3HAYUMOCTh TPYIOBBIX
pecypcoB, pabodell CHIIbI, PhIHKA TPyJa YCHJIMBAETCA B YCIOBHSX INIOOATM3ALMHM M MAHAEMHH, 9TO
00ycnoBIeHO psAmoM (pakTOpoB: cTapeHHe HaceJeHHs, (OPMHPOBAHHE OCOOBIX CETMEHTOB pPHIHKA
(yxox 3a mpecrapeibIMH, OOJIBHBIME, WH(POPMAIMOHHBIE TEXHOJIOTHH), HHTETPAIIHOHHEIC TTPOIECCHI.
WHCTpyMEHTBI OLIGHKH pealbHOM CHUTyallMd Ha PBIHKE TPYyAa HE COBEPIUCHHBI: HE BBIICIAIOTCA
CHeLHaIbHbIE TOJCHCTEMBl MHINKATOPOB PBHIHKA TPYJd, KOMIUIEKCHO OTPaXKAIOIINX €0 COCTOSHHUE
(ctipoc, mpemTokeHHe pabodel CHIBL, HHOPACTPYKTypa PBHIHKA, 3((EKTHBHOCTH), HE MOIHOCTHIO
UCIIOJIB3YIOTCSI BO3MOXKHOCTH CYILECTBYIOLIEro HHPOPMAIIMOHHOTO obecriedyeHus. Tak, OTCYyTCTBYIOT
JIaHHBIE O CKPBITOM, IMKIMYECKOH, CTPYKTYypHOIl 0e3pabdoTulle, PeTpOCHEKTHBHbIE IMHAMUYECKUE
psinbl mokaszareneil (akTuyeckoil O0e3paboTuibl. HanpaBneHnst pa3BUTHS CTATUCTUKU PBIHKA TpyJa
CBSI3aHBI C COBEPILIEHCTBOBAHUEM METOJIOJIOTUH ITPOBOIMMBIX 00CIICIOBAHUH JOMALTHAX XO3SHCTB MO
BONPOCAaM 3aHATOCTH, OOcCienoBaHWil 3apabOTHON TUIATBl Pa0OTHUKOB MO TpodeccusiM |
JIOJDKHOCTSIM, TIPOBE/ICHHEM OIPOCOB HAHUMATEJIeH O COCTaBE U MOTPEOHOCTH B KaApax.

2 BbiOGopouHoe o00ciaeq0BaHMe JAOMAIIHUX XO3SHCTB B IeJsAX
U3yUYeHUs NMPooJieM 3aHITOCTH HACeJTeHusl

B Benapycu ocHOBHbIE HCTOUHHKH MH(pOPMAIMU 0 peiHKe Tpyaa 1o 2012 rosa: Tekyas OTYETHOCTb
OpraHu3aIii, aAMUHUCTPATHBHbIC JaHHbBIC U MEPENHUCh HACETICHUS, — II03BOJISIIN ACTAIHO U3MEPHUTh
rokaszaTenu padoueil cuibl, HO HE JaBalld TOJOBBIX M €XKEMECSYHBIX OLECHOK (akTHuecKoil
6e3paboTuibl, KoTopas 1o maHHBEIM nepermcd 2009 roma B 6-7 pa3 mpeBblmana ee OQHUIHAIbHO
3apEerHCTPUPOBAHHBIM  ypOBEHb, OTCYTCTBOBAJIO pacHpeieieHHe 3aHATBIX M 0e3pabOoTHBIX 110
BO3pacTy, npodeccusmM, He onpenelsiIcss CTaTyC 3aHATOCTH, YaCTUYHAs 3aHATOCTb. llepedncieHHble
(axTOops! 00YCIOBHIM HEOOXOANMOCTh CHENNAIBLHOTO o0cinenoBanus padoueil cuibl, koTopoe ¢ 2012
roga mnpoBoauTcs HanmoHambHBIM CTaTUCTHYECKMM KomuTeToM PecrnyOmukm bemapycs Ha
peryisapHoi ocHoBe. OCHOBHBIE IENH OOCIEHOBAHWS: W3yYCHHE COCTOSHHS M AWHAMUKHU CIpoca —
MpeUIOKEHUsT paboueii cuiibl, (opMHpOBaHHE OQUIHMATHHON CTaTHCTUYECKON HH(POPMALUU O
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YHUCJICHHOCTH  3aHATBHIX, 0€3pabOTHBIX, NPUYUHAX M  I[POJOJDKUTEIBHOCTH  0e3paboTHIIbL.
OmnpammBaroTcs 4acTHBIE IOMAITHUE XO3SHUCTBA, PE3UCHTHI B Bo3pacTe 15-74 ner.

OOcneioBaHNEe MPOBOANTCS €KEKBAPTAIBHO, IO KXKA0H 001acTh 1 OTAEIbHO B I. MuHcke. C yueTom
BO3MOXXHBIX HEOTBETOB Jois otOopa coctaBiuser 0,9 %, mnmm 37,2 ThICSYM JOMANIHHUX XO3SIHCTB.
Hcnonp3yeTcss TeppuTOpHalIbHAs BEPOSTHOCTHAs TpeXCTyleHuaTas BbliOopka. Ha mepBoii cTyneHu
eIMHULBI 0TOOpa — ropoJia, MOCEIKH FOPOJCKOrO THIIA, CEIECOBETHI, Ha BTOPOH — CUSTHBIC Y4acTKH,
c(opMHUpOBaHHBIC NIPU NPOBEACHHUH IOCICIHEH IEpelNCH, W CeJIbCKUE HaceNICHHbIe ITYHKTHI, Ha
TpeTbell — JOMaIlHue X03AicTBa. ExxeromHo ocymecTBisieTcs potanus 25 % moMalrHuX XO3SHCTB,
NomaBIIMX B BEIOOpKY. I[lponenypa otOopa aAMHHUCTPaTUBHO-TEPPUTOPHAIBHBIX — CAWHHMI]
ocymecTBisieTcs 1 pa3 B 4 roza.

MeTomoNorisl CTaTHCTHYECKOTO B3BEIIMBAHHMSA ¥ PACHPOCTPAHCHHMA IAHHBIX HA TI'eHEPAIbHYIO
COBOKYITHOCTh OCHOBAHA Ha MPUCBOCHHUH Ka)KIOMY XO3sHCTBY COOTBETCTBYIOMLIEro Beca (Bj):

_ 1
P1P2P3

1)

i

rae Py — BEPOATHOCTH 0T60pa Kaxxaoro ropoja (CeJ’ILCOBCTa);
P2 — BEPOATHOCTH 0T6opa CYETHOI'O YUaCTKa UJIU CCJIbCKOI0 HACCJICHHOI'O ITYHKTA,

P3 — BEpPOSITHOCTb 0TOOpA JOMAIITHETO XO3AHCTBa.

WHpuBuayanbHble Beca  PECHOHIAEHTOB  PAaCCUUTHIBAIOTCA [0 PE3ysbTaTaM  UTEPATUBHOIO
B3BCLIMBAHMS: BECa PACCUUTBHIBAIOTCSA OTAEIbHO IO IOy, I'OPOJCKOHM U CEIbCKOM MECTHOCTH;
OCYILIECTBIISIIOTCS KOPPEKTUPOBKM HayalbHBIX KOA(Q(HUIMEHTOB CHa4yajla B pa3pe3e TOpOJCKOH u
CeNbCKOM MECTHOCTH, 3aTEM — IO MIATHIETHUM BO3PACTHBIM IPYIIIAM.

KoHeuHbIt MHIUBHTyaIbHbII BeC A PECIIOHICHTA KaXI0H MATHICTHEH TPYIIIbL:

Ki = By * k1, )

s; 5,
_ . _t,
e B, =-; kl—?,
Sj S
Sj, Sj — YNCICHHOCTb HACENCHUS B j-i MOJIOBO3PACTHOI TPYIIE MO PE3yIbTATAM IOCIIEIHEH

MepeNnrCH U BEIOOPKH;

S¢ — YUCIIEHHOCTH HaceseHus B t-i rpyIine ropoJCKOM Uil CENIbCKON MECTHOCTH 10 TIOJLY;

Se — 3KCTpanoNIMpOBaHHAs YUCIEHHOCTh Hacellenus B t-if rpymne (o B,).

JIyisi TOBBIMICHUS PEMPE3CHTATHBHOCTH MAHHBIX (B paspe3e 0O0JacTei, rOpOJCKONW M CEeIbCKOM
MECTHOCTH, MOJOBO3PACTHBIX TPYMI) BO3MOXKHO YBEJIMYEHHE YHCIAa WTEPAIfi, HCIIOJIB30BaHHE
AJIBTCPHATUBHBIX CXEM B3BCIIMBAHUSA.

3 BbioopouHoe 006cie0BaHNe 3apa0OTHON MIATHI PAOOTHHKOB 10O
npodgeccusiMm U A0JKHOCTAM

OO6cnenoBanre POBOAUTCS JBa pa3a B S5 yieT. OOcneayoTes NpeAnpusaTUs 10 BUIAM JI€ATETHHOCTH.
Hcmonp3yeTcss ABYXCTyIeHYaTass BHIOOpPKA: Ha TIEPBOH CTYINEHU C KCIIOJNB30BAHHEM KOMOWHAIINU
OJHOMEPHOTO M MHOTOMEPHOTO METOJIOB OTOHMPAIOTCS OpraHW3aIlid, Ha BTOPOH — Ha KaXIOM
O0TOOPaHHOM TPEINPHUSITHH, B CBOIO OUYEPElb, MEXaHHUECKUM CITIOCOOOM OTOMparoTcs paboTHUKH. B
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Ka4yecTBEe OCHOBBI BBIOOPKU MPUMEHSETCSl MacCUB opranu3aui no gopme 12-t «OTuer no Tpyay», a
TaKKe CIHCOYHAsl YHCIEHHOCTh PabOTHHUKOB 3a OKTAOpH. IIpuMepHast monst orOopa opraHuzanui —
35-40 %, oTHOCHTENbHAsl CTaHAApTHas OINMOKAa BBIOOPKM MO pecmyOiuke B nesoM — a0 2 %, 1o
BUIAM JEITEILHOCTH — 10 6-7 %0.

DKCTpANosUUs JaHHBIX OCYIIECTBIISETCS C UCTIOIb30BaHUEM arperipOBaHHOTO ¥ KOHEYHOTO BECOB!

T;
kot = kn - kwis kn = _m; ky = t_,-' 3)

rae  k, — Bec opraHu3anum;

k,; — MHAMBHUYaIbHBIN Bec pabOTHHKA I-if KATETOPHUH;

Ny, My, — YUCTO OpPTaHU3AIMA M-I TPYNITEI COOTBETCTBEHHO B T€HEPAIBHOW W BBIOOPOYHOIM
COBOKYITHOCTSIX;

T; — obriiee Yncao0 pabOTHUKOB i-if KATErOPUU B OpraHU3aIINH;

t; — 9KCIO PaOOTHUKOB i-i KATETOPHH, MOMABIINX B 00CIEI0BaHHE 110 TAHHON OPTaHH3AIUH.

[MonyueHHas BEIOOpOUHAss COBOKYIHOCTH BBICTYNAET OCHOBOHM AJIsl (POPMUPOBAHUS CTATUCTHUECKOM
otyeTHocTH o Gopme 6-T (npodeccun). Vicxonnas nHpopmanms GpopMUpyeTCs HA PErHOHAIBHOM
yYpOBHE, 00001IaCTCs M SKCTPAMIOIUPYETCS — HA PECITyOITMKAHCKOM.

4  Onpoc HaHUMATeJIell 0 MOTPeOHOCTH B KaJpax

OO0cremoBanue MPOBOIUTCS exeroano, Hadunas ¢ 2018-2019 rr., coBMecTHO MHUHUCTEPCTBOM Tpya
u couuanpHod 3ammtel ©1 HUUW Tpyma. Lens — wusydeHuwe coctaBa paboueil CHIBI HAa ypOBHE
OopraHu3aluil 10 OCHOBHBIM BHJaM JCATEIBHOCTH B pa3pe3e KaTeropudl M 3aHATUd. B KkauecTBe
OTJICTIbHBIX PAa3/IeJIOB ONPOCHUKA BBICTYMAIOT: CHHCOYHAs YUCIEHHOCTh PabOTHHKOB B pa3pese
KaTerOpui M 3aHATHHA, YMCHHS M HAaBHIKM Pa0OTHHKOB. 3a/al0TCS BOIPOCHI HE TOIBKO O HATHYHOU
YHCICHHOCTH PAaO0OTHHKOB, HO W TOTPEOHOCTH B mociexyiommue ronsl. B tewenme 2020-2021 rr.
OCYIIECTBIISIETCST pa3padOTKa AJITOPUTMOB W CHEIHAIM3HPOBAHHOTO IMPOTPAMMHOTO OOCCICUCHHS,
KOTOpPOE TPEIIOoIaracT:

- (opMHpoBaHHE BBIOOPOYHBIX COBOKYITHOCTEH OpraHM3alUii B Tpelelax PETHOHOB W BHIOB
JICATEIbHOCTH C HUCIIOJIb30BaHHMEM KOMOWHALMK COOCTBEHHO-CIIyYaifHOro 0TOOpa, MpOCTOro,
MIPOIOPIHMOHATIBHOTO U ONITUMAIIBHOTO PACCIIOCHUS;

- OKCTPATOJIIIINIO BEIOOPOYHBIX MOKa3arTenel no Merony ['opsuna-ToMmicoHa;

- KOPPEKTHPOBKY COCTaBa BHIOOPOYHONW COBOKYNHOCTHM Ha HEOTBETHI IyTeM HMITyTallUM JaHHBIX
(3aMeHa HEOTBETOB, NyOIMpOBaHUE OpraHU3aIui U T.1.).

OcHOBa BBIOOPKH — MAaCCHB OPraHM3allfii, OTYUTHIBAOLIMXCS 110 hopme 4-POH/I; UCKITIOUEHBI CEKIIUH
O, T, U, )xunnIiHble, CTPOUTENBHBIE, TapaKHBIE KOOIICPAaTUBHEI, ITAPTHH, KOH(DECCUH.

OCHOBHBIE MTPOOIEMBI IPOBEACHUS BBIOOPKU CBS3aHBI C BBICOKHM KOJHMYECTBOM HEOTBETOB (10 50-
60 %), HaM4YreM HEeTUIUYHBIX SAMHUI], APOOIEHUEM COBOKYITHOCTH B PE3yJbTaTe PETHOHAIBHOTO U
OTPaCICBOrO PaCHpeAeICHHUS.

3akiIrouenue

OmusiT npoBeneHus B benapycn o6cieoBaHni 110 BOIpocaM 3aHATOCTH, 00CieI0BaHUH 3apaboTHON
IUIaThl, ONIPOCOB HAHMMATENeH moKasai:

- TpobneMbl 00cieNOBaHWH B OCHOBHOM CBSI3aHBl C HAJIMYHEM HEOTBETOB, HEOOXOANMOCTBIO
JIOKJIN3AIMM  MaJBIX BBIOOPOK, IOCTPOEHHEM pPErHOHAIBHBIX IIOBBIOOPOK; HEOOXOIMMOCTHIO
HCTIOJB30BaHUS Pa3IMYHBIX CXEM B3BEIIMBAHUS M HKCTPATIOIALNY;

- Hambosee ONTHUMalbHAs MOJEIb OTOOpa JOMAIIHUX XO3SHCTB — TPEXCTyNEHUYaTas pacClIOCHHas
BBIOOpKA; AJIs1 OpraHU3annii — KOMOMHAIINS OAHOMEPHBIX 1 MHOTOMEPHOH BEIOOPOK;

33



- pekoMmeHtyemast 1oiist otoopa opranmuzanuii — 20-35 %; nomarnux xozsicts — 0,4-0,9 %.
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Abstract

We propose an extension of the sequential probability ratio test (SPRT) for online
randomized experiments. The hallmark of SPRT is the formulation of the composite
alternative hypothesis on the conversion rate difference and Bayesian inference for
estimation of unknown parameters using pre-experiment data.

Keywords: Conversion Rate Optimization, Sequential Analysis, Bayesian Inference

1 Introduction

According to the optimization glossary, conversion rate optimization is the process of increasing the
percentage of conversion from website or mobile app. Conversion rate optimization involves
generating ideas for elements on the site or app that can be improved and then validating those
hypotheses through A/B testing and multivariate testing (Kohavi, Henne, et.al., 2007; Kohavi,
Longbotham, et.al., 2009; Kohavi, Deng, et.al., 2013; Kohavi, Deng, et.al., 2014; Stucchio, 2015;
Pekelis, Walsh, et.al., 2015; Johari, Koomen, et. al., 2017; Abhishek & Mannor, 2017; Johari, Pekelis,
et. al., 2019; Bondarenko & Kravchenko, 2019).

A simple online randomized experiment uses a statistical method of comparing two versions of a
webpage or app against each other to determine which one performs better. VVersions A and B are
exposed for the baseline and experimental group of visitors, respectively. We need to identify visitors
during testing for clear experiment and suggest them the same version that they viewed earlier in case
of repeated visits. Each visitor can belong to the baseline or experimental group with probability 1/2.

Visitor behavior is determined with two outcomes: success — conversion action is done, failure —
conversion action isn’t done. If visitor belongs to the baseline group, success will happen with
probability p,, if visitor belongs to the experimental group, success will happen with probability p,.

Conversion rate difference p, — p, fluctuates with unknown mean and unknown variance (Fig. 1).

Convertion Rate Difference

0 2000 5000 8000

4000
Calculation Step

Fig. 1. Fluctuation of conversion rate difference
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Denote the conversion rate difference by 6. Let 6 be a random variable whose distribution is normal
distribution with unknown mean 4 and variance <. In this paper, Bayesian estimation of

parameters x4 and o is presented and mixture SPRT as a technique of decision-making by
successively gathering and processing data is proposed.

2 A Sequential Probability Ratio Test

2.1 Bayesian estimation of mean £/ and variance o’

Consider a pre-experiment data of conversion rate differences. Let 6,,6,,...,6, be independent and
identically distributed normal random variables with unknown mean x and unknown variance o,
The likelihood function of the parameters (u,c?) is

6, -w)?
( ey e ) H \/?exp {_ 202 }
" exp{—g(ns2 +n(0 — p)? )} (1)

where @ is sample mean and s? is sample variance, 7 = o .
Let prior distribution on parameters (ux,7) be normal-gamma distribution with known parameters

(4o, A0y 0, ) -

e =L et gt VA e {_ﬂor(u—%f}

I'(e) 2z 2
o V2 exp{—B,r}exp {—M} )

Posterior distribution of the parameters (u,7) can be determined by Bayes‘ theorem:

T Grves6) % LGy Oy 1,77 (11,7)

2 exp{_%(nsz + n(g — ) )}Taol/z exp{—ﬁor} exp {_ /101'(#2_ ,uo)z }

oc M2 Y2 exp{—r(%Jrﬂo J}exp {—%(%(ﬂ—ﬂo)z + n(é—/‘)z)}

n/2+ay-1/2 9 0 0 9_ 2
oc pV2raY exp{ (,BO > %j}exp{—%(%+n)(u—%—::J } (3)

We move away from normal-gamma probability density function with parameters (z,, 4,, &, 5,) t0
normal-gamma probability density function with parameters:

Aoty + 16 Aon(0 — 14,)?
( s Ao+ + ﬂo+7 an) ] 4
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Bayesian estimators

A=y, T= 0‘0ﬁ07l ®)

can be computed after n observations:

o Aoty +16

lu_ /10+n ) (6)
. n s An(@—u)? )
r—(ao+2j(ﬂo+—2 +—2(/10+n) J . )

Bayesian estimator 4 can be explained as a weighted average of prior mean z, and sample mean @
of conversion rate difference, where parameters 4, and n can be considered as sample sizes for

calculation of prior mean and sample mean, respectively. Bayesian estimator 7 can be interpreted as
ratio of shape to rate of posterior gamma distribution.

2.2 A sequential test of a simple hypothesis against a set of infinitely many
alternatives

Consider a sequential probability ratio test with strength (a,ﬁ) for testing H,: p,— p, =0 against
H,:p,—p,=0. Let p,, be joint distribution of (X,,Y;),...(X,,Y,) that null hypothesis H, is true
after n observations have been made:

Pon = L(0:X,ees X Yaseoes Vi ) ©)

and let p,, be weighted average of joint distributions of (X,,Y;),....(X,.Y,) that correspond a set of
paramater points & in rejection region @, of null hypothesis H,:

D, :IL(@;xl,...,xn,yl,...,yn)a)(e)dH, )

2

where @(60) is non-negative weight function satisfying

j @(6)do =1. (10)

@

Ratio of distributions has the following form:

I L(6;%, X, Yyoons Y J(0) A 6

pln “n
- . (12)
Pon L (05X, eee Xy Yiseos Y )

Let weight function @(@) be normal probability density function with Bayesian estimators (4, 52),

6% =11, Then statistic for mixture Sequential Probability Ratio Test

i (B-P-0)| 1 { (e—ﬁ)z}
expy——= - . expd— . 4o
P :[0 { 2P,(1-py)/n ,/27[&2 262

= (12)

A N ~A\2
Pon exp _(?1_ pz;ﬂ)
2po(]-_ po)/n
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takes the closed form solution:

A A 1~ 2 A2

&: VA2 exp E(pl pz /u) d , (]_3)
Py V46 2 (V+é*)v

5 (1— B
V: pO( pO), (14)

n

. PP
py =t (15)

The sequence of statistics p,,/p,, forms a martingale under the null hypothesis H,. According to
Doob‘s martingale inequality, type | error is controlled at any time during sequential testing:

P{maxﬂzl}sm a>0. (16)
0<k<n pOk 104
A stopping rule for mixture Sequential Probability Ratio Test is
inf{n>0: h<l} a7
Pon @

3 Conclusions

We combine a prior information (a prior distribution for parameters x and o) with information
about successive observations of visitor actions during online pre-experiment, which gradually begins
to prevail in a posterior distribution for parameters 4 and o?. We propose the extension of the
sequential probability ratio test for online A/B testing.

An immediate consequence of our result is well-known mixture Sequential Probability Ratio Test
(Pekelis, Walsh, et.al., 2015) under the null hypothesis H, : p,— p, =0 and a prior N(0,c?), where

o? is determined from the outcomes of extensive analysis of historical online experiments run on

Optimizely‘s platform.
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Abstract

Selective editing was applied to the data editing process of the quarterly statistical
survey on service enterprises (turnover indicator) of Statistics Lithuania. Predictions of
the target variable were obtained using the contamination model. An impact of a potential
error on a sample estimate was evaluated using a score function with a standard structure
aAS a difference between the observed value of the target variable and its prediction multi-
plied by a sample weight and a suspicion component. A discrete and a continuous suspicion
components were used and an impact of the suspicion component on the effectiveness of
selective editing was investigated.

Keywords: contamination model; selective editing; data validation; statistical survey;
official statistics.

Introduction

An appropriate accuracy of sample estimates is one of the most important results to be achieved
using sampling methods in official statistics. Accuracy of sample estimates depends not only
on sampling strategy (a sampling plan and an estimator) but on the quality of statistical data
as well. Commonly, an unknown part of statistical data contains errors. According to various
studies, in order to achieve a desired accuracy of a sample estimate, it is unnecessary to edit all
of the detected errors. The main idea of selective editing is to identify and sort errors according
to the influence they have on the sample estimate (Lawrence and McDavitt 1994; Lawrence and
McKenzie 2000). It is also worth noting that error detection is usually carried out before the
calculation of sample estimates. Therefore, it is important to identify only the part of erroneous
data that must be edited. Selective editing remains an important, uncommon topic for research
in Lithuania.

The first part of the paper introduces the contamination model and the selective editing method
that form the base for the practical study of the outlier detection. The second part of the
paper shortly presents a study that was carried out using statistical data. During the study
some randomly selected values of statistical data were replaced with errors. The detection of
randomly introduced errors were then carried out using a few versions of selective editing. The
comparison of results as well as its summary are presented in the Conclusions. Calculations
were carried out with the statistical programming language R and its package SeleMix that has
been designed to execute the selective editing method (RDocumentation 2020).
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1 Methodology on Selective Editing

1.1 Contamination Model

Suppose that true (unobserved) data are independent realizations of p-variate random vectors
Y: = (Y}, .. 7Y;‘p)’, i = 1,...,n, with a Gaussian distribution with mean vectors p; =
(41, - - -, pip)" and common covariance matrix 3. Also, a set of ¢ covariates ; = (z1,...,Ziq)
exists for every sampled unit 7 and pu; = B'x; where B is a ¢ X p matrix of unknown coefficients
(Di Zio and Guarnera 2013). The corresponding true data model can be expressed as

Y*=XB+U (1)

where Y™ is the n x p true data matrix, X — n X ¢ covariate matrix and U — n X p matrix
of normal residuals. Rows of the U matrix are independent realizations of Gaussian random
vectors with mean equal to 0 and a covariance matrix 3.

The generic marginal probability distributions of the ith sampled unit of matrices Y* (true
data) and U (residuals) are denoted as

In general form N(y; u, ) denotes a marginal probability distribution of the p-variate random
vector Y with mean equal to g and a covariance matrix X.

It is assumed that the presence of errors in data is described by independent Bernoulli random
variables. Therefore the observed (erroneous) data can be expressed as

Y=Y"+1Ie (3)
where I is a diagonal n x n matrix with its diagonal elements equal to Bernoullian variables
Ii,...,I, (I; = 1 if the corresponding sampled unit is erroneous and I; = 0 otherwise, i =
1,...,n). A marginal probability distribution of the p-variate random vector €; (random noise)

can be expressed as
f(ei) = N(Ei; 07 26)7 EE = (a — 1)2, (4)

with a numeric constant o > 1.
f(yly*) denotes a conditional marginal probability distribution of random variables Y and Y*.
Therefore, model can be expressed equivalently:

flyly") =1 —-m)d(y —y*) +7N(y; 9", ) (5)

where 7 is aALJa prioriaAl probability of contamination and §(y — y*) is the delta function
with mass at y*.
Furthermore, a marginal probability distribution of the observed data can be expressed as

f(yi) = (1= 7)N(yi; pi, ) + 7N (yi; pi, o). (6)

Coefficients of the later observed data model can be obtained by the maximum likelihood
estimation.

1.2 Selective Editing

Selective editing is based on the comparison between the observed data and predictions of
the true (unobserved) data. The later can be obtained from a conditional marginal probability
distribution f(y}|y;) (Di Zio and Guarnera 2013). An application of the Bayes formula provides:

Tilyi) = 1(y:)o(y; — yi) + m2(yi) N (y5'; i, 2) (7)
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where f1; = W and ¥ = (1-1)%, 6(y; — v:) is the delta function with mass at y;,
Tl (yZ) and 72(y;) are posterior probabilities that the ith sampled unit with observed values y;,

1 =1,...,n, is not erroneous and that it is contaminated respectively:
T1(Y:) = P(yi = y; lyi) = )
() ( fve) (1 = m)N(yi; pi, 2) + 7N (yi; pi, %) (8)

m2(y:i) = P(yi # y; lyi) = 1 — 11(yi)-

Posterior probabilities (8) are defined in terms of the conditional expected value g; = E(y|v;),
t=1,...,n. Therefore, the expected error can be defined as

Yi — Ui = 72(Y:)(Yi — f1i). 9)

In practice, formula @D is usually applied by using maximum likelihood estimates instead of
the corresponding true data values.

1.2.1 Definition of Score Function

Hereinafter p denotes a maximum likelihood estimate of some parameter p.
Suppose one seeks to estimate a sum of the variable Y*, j = 1,...,p, with a sampling weight
w; of the ith sampled unit, — T = Z?zl wiY;;- A ratio between the expected error @D with a
sampling weight w; multiplied by a suspicion component s;; (probability that the ith sampled
unit is erroneous) and target parameter estimate Tj = >"" , w;§;; denotes the conditional error
of the ith sampled unit:

s — sijWiYij — Jig) (10)

T;

The local score function for the variable Y; is denoted as S;; = |ri;|. Separate local scores can be
combined into one global score G'S; in a few different ways: GS; = max; S;; or GS; = Zj Sij.
In order to identify an optimal number of observations to be edited, the corresponding sampled
units are sorted descendingly according to the GS;. First k observations are then chosen for
the editing procedure:

k=min{k* €1,...,n | maxRy; <n, ¥k > k*} (11)
j

where R;j = | Y <, 7k;| with an accuracy level 7.

The suspicion component s;; can take on a discrete form (s;; € {0,1}) and a continuous form
(sij € [0,1]). In the paper the later continuous suspicion component is defined according to
Norberg et al. (2010). An additional test variable should be defined prior to defining the
suspicion component:

Definition 1 (Test variable) Test variable can be a combination of variables from a statisti-
cal survey and (or) additional information. Statistical errors can then be identified by checking
whether a value of the test variable t;, j/ =1,...,p’, for the ith sampled unit falls into some

chosen acceptance region (tE]L,), tEJU)).
Definition 2 (Discrete suspicion component) Discrete suspicion component equals to 1
when a value of the jth survey variable of the ith sampled unit y;; is a non-statistical error or a

value of the jth test variable of the ith sampled unit ¢;;: is a statistical error (¢;;: ¢ (tEJL,)7 tg”))

The later case gives s;; = 1 for every survey variable y;; that is a part of the combination ¢;;.
Otherwise s;; = 0.
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Nonetheless, it is important to take into consideration different distances between observations
that do not fall into the chosen acceptance region (fg?fg{)) and the corresponding bound
of the region. A continuous suspicion component should convey the information on the later

distance more effectively.

Definition 3 (Continuous suspicion component) Hereinafter fij/ denotes a prediction of
the test variable t;;.

1) s;; = 1if a value of the jth survey variable of the ith sampled unit y;; is a non-statistical
€error;

- - ~(L
£y = (£ =) ) —t. 0

max{ (") ~#5)), o+t

~ . R ~ .
2) Sij/ = } lf tijl < tz]’ — K- (t”, — tE]/)))
tij/_fij/_m.(fgg/)_fi]’/

AT (GRS

7 2(L)

4) gij’ =0if f;ij/ — K- (tij/ — tij’ ) < tij/ < Ltij/ + K- (Ltg],) — iij/).

. o 5 .
Continuous suspicion component then equals to s;;» = T+'§T_/ with parameters k > 0, a > 0
ij

and 7 > 0. s;; = maxj s;; for every survey variable y;; that is a part of the combination ;.
2 Selective Editing Application on Statistical Survey Data
The outlier detection study was carried out using statistical data from the quarterly statistical
survey on service enterprises of Statistics Lithuania. Enterprise turnoveIE of the accounting

period was the target variable of the study. Predictor variables and the corresponding number
of observations in data sets are given in Table

Table 1: Number of Observations in Statistical Data Sets

Predictor variable | Number of observations (n)
Turnover from VAT declarations 4085
Turnover from the quarterly F-01 questionnaire 574
Average number of employees 4867
Total hours worked 4931

Before applying selective editing on statistical data it was important to ensure that all items
for the target and predictor variables are not missing and greater than 0. Therefore, a number
of observations in data sets (primary populations) varies according to the chosen predictor
variable. In order to control the data contamination process, detected outliers in primary
populations were replaced with contamination model predictions. The following procedure was
then applied to every primary population:

1. Data were contaminated in 3 different ways:

(a) 1,5 percent of observations were multiplied by 100,

(b) 2 percent of observations were trimmed leaving only the first and the last digits,

! Enterprise turnover — enterprise income gained during the accounting period for sold goods and granted
services. It does not include value-added tax (hereinafter referred to as VAT), income for long-term material
assets, income for financial and investment activities, dividends, etc. (Official Statistics Portal, 2015).



(c) 20000000 was added to 1,5 percent of observations;

2. Estimation of model coefficients and outlier (potential error) detection were carried out
using the statistical programming language R and its package SeleMix (function ml.est);

3. Values of the target variable were sorted descendingly according to estimates of the global
score function. An estimate of the global score function is close to 0 when a value of the
target variable is not identified as an outlier and therefore has no major impact on the
accuracy of the sample estimate, and greater than 0 when a value of the target variable

is identified as an outlier;

4. The part of outliers that have a major impact on the accuracy of the sample estimate

(influential errors) were chosen for the editing procedure.

The later influential error detection procedure was repeated in two different ways — by calcu-
lating estimates of the score function (1) with a discrete suspicion component that is the same
among all observations (s; = 1), and (2) with a continuous suspicion component. The later
suspicion component was designed using an acceptance region between the first and the third

quartiles (£5), 1)) where t; = §; (i = 1,...,n), parameters x and 7 varies, a = 0, 05.

Selective editing with different accuracy levels gives a different number of influential errors. If
all of the detected influential errors were introduced by the data contamination procedure, the

corresponding accuracy level was chosen for the following study (see Table |2).

Table 2: Levels of Accuracy (Threshold Values) for Statistical Data Sets

Predictor variable ‘ Level of accuracy
Turnover from VAT declarations 0.011
Turnover from the quarterly F-01 questionnaire 0.004
Average number of employees 0.027
Total hours worked 0.026

The results of selective editing were then compared by estimating the relative absolute bias
after every edit of an influential error. This way a number of influential errors to be edited in
order to achieve the desired accuracy of sample estimates was determined (see Table |3).

Table 3: Number of Influential Errors in Statistical Data Sets

Predictor variable Total number of Number of influential
to be edited

influential errors errors

(1) Selective editing with a discrete suspicion component

Turnover from VAT declarations 134 92
Turnover from the quarterly F-01 questionnaire 23 14
Average number of employees 90 > 90
Total hours worked 111 > 111
(2) Selective editing with a continuous suspicion component

Turnover from VAT declarations 93 92
Turnover from the quarterly F-01 questionnaire 15 14
Average number of employees 136 121
Total hours worked 124 123

It is important to note that selective editing with predictor variables such as average number



of employees and total hours worked gives a lower number of influential errors with a dicrete
suspicion component compared to the case when a continuous suspicion component is used.
Nonetheless, the chosen accuracy level is not achieved even after editing all of the identified
influential errors. The main reason is a weak dependency between the target variable of the
study and the corresponding predictor variables (correlation coefficient estimates are lower than
0.6). The later aspect causes greater differences between true values of the target variable and
its contamination model predictions. Applications of selective editing with different predictor
variables have shown an effectiveness of a continuous suspicion component on the outlier detec-
tion procedure as this approach to selective editing lets to identify a lower number and more
important influential errors.

Conclusions

After calculations of the relative absolute bias dependency on the number of edited influential
errors, selective editing with a continuous suspicion component was determined to be an opti-
mal method of the outlier detection procedure. The later version of selective editing prevents
from the unnecessary statistical data editing.

Turnover from VAT declarations and turnover from the quarterly F-01 questionnaire were iden-
tified as the most suitable predictor variables for the outlier detection procedure. The main
property of a suitable predictor variable turned out to be a high correlation between the later
predictor variable and the target variable of the study.
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Abstract

To provide a harmonised Census data protection within the European Union (EU), Eurostat’s working
group has developed common suggestion rules for the EU countries to implement. Data
confidentiality has been named as one of the priorities of the working group. Census tables and
hypercubes contain many cells with small values, which can disclose sensitive data, therefore, should
be controlled. The working group has suggested two Statistical Disclosure Control (SDC) methods:
Target record Swapping (TRS) for microdata and Cell Key Method (CKM) for tabular data. While
CSB Latvia plans to use both methods for Census tables, so far only CKM has been tested and
implemented. TRS will be tested and implemented for more detailed tables, which are not published
yet.

As a part of the transition to the annual Censuses (from 2024), CSB Latvia has implemented Census
2021 tables and SDC methods into official Population statistics. This approach is helping to prevent
confusion for data users by not publishing two different Population statistics tables with a similar
content. By having the same approach for all Population statistics data tables, greater data
harmonisation, consistency, and lower disclosure risk can be achieved.

SDC parameters should be determined to yield minimal loss of information while avoiding disclosure
risks to a level that is considered acceptable. If possible, National Statistics Institutes should
publish unchanged data to provide more precise data for data users. Since both SDC methods
suggested by Eurostat’s working group involve changes in data, other SDC methods can be used, for
instance, data categorisation in larger category groups. As is shown in the table below, data on the
country of birth can be published with no categories, with some categorisation or with big
categorisation groups. In addition, indicators can be published on a different geographical unit level —
national, regional, urbanisation level, county, parish, or grid level. Depending on the indicator
category level and geographical unit level, the table yields a different disclosure risk.

Category level 1 - no Category level 2 - Category level 3 - big
categorisation some categorisation | categorisation groups
Latvia Latvia Latvia
Estonia Estonia European Union country
Lithuania Lithuania other countries

Country of birth | Germany Germany
United States of America Spain
China CIS countries
etc. other countries

CSB Latvia is implementing CKM only in tables, which contain detailed information on sensitive
indicators. Furthermore, tables with sensitive indicators such as nationality, ethnicity, country of birth
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are perturbated only in tables when they are published in small geographical units and contain little or
no categorisation.

CMK has been tested on the table that contains these indicators such as age, sex, ethnicity, county,
marital status and is published on a county level. CSB Latvia is using R software for CMK
implementation.

Keywords: Social Disclosure Control, Census.

References

Antal, L., Enderle, T., Giessing, S. (2017) Harmonised protection of census data in the ESS, Deliverable D3.1 of
Work Package 3 ‘Development and testing of recommendations; identification of best practices’ within the
Specific Grant Agreement ‘Harmonised protection of census data in the ESS’, URL:
https://ec.europa.eu/eurostat/cros/system/files/methods_for_protecting_census_data.pdf

Giessing, S., Schulte Nordholt, E. (2017) Harmonised protection of census data in the ESS, Deliverable D3.3 of
Work Package 3 ‘Development and testing of recommendations; identification of best practices’ within the
Specific Grant Agreement ‘Harmonised protection of census data in the ESS’, URL:
https://ec.europa.eu/eurostat/cros/system/files/recommendations for the protection_of hypercubes.pdf

Giessing, S., Tent, R. (2019) Concepts for generalising tools implementing the cell key method to the case of
continuous variables, Joint UNECE/ Eurostat Work Session on Statistical Data Confidentiality (The Hague, 29-
31 October 2019), URL:

https://unece.org/fileadmin/DAM/stats/documents/ece/ces/ge.46/2019/mtg1/SDC2019 S2_Germany_Giessing_T
ent_AD.pdf

Meindl, B. (2020) Introduction to the cellKey-Package, URL:
https://sdctools.github.io/cellKey/articles/introduction.html

47


https://ec.europa.eu/eurostat/cros/system/files/methods_for_protecting_census_data.pdf
https://ec.europa.eu/eurostat/cros/system/files/recommendations_for_the_protection_of_hypercubes.pdf
https://unece.org/fileadmin/DAM/stats/documents/ece/ces/ge.46/2019/mtg1/SDC2019_S2_Germany_Giessing_Tent_AD.pdf
https://unece.org/fileadmin/DAM/stats/documents/ece/ces/ge.46/2019/mtg1/SDC2019_S2_Germany_Giessing_Tent_AD.pdf
https://sdctools.github.io/cellKey/articles/introduction.html

Summer School on Survey Statistics
Virtual Sessions, September 2021

ON DESIGN MEAN SQUARE ERROR ESTIMATION
FOR MODEL-BASED SMALL AREA ESTIMATORS

Andrius Ciginas'?

1 Vilnius University, Lithuania
e-mail: andrius.ciginas@mif.vu.lt

2 Statistics Lithuania, Lithuania

e-mail: andrius.ciginas@stat.gov.lt

Abstract

Estimating the means or totals in domains of a survey population with small sample
sizes, indirect model-based estimators are often more efficient than direct ones. In practice,
it is important to have mean square error (MSE) estimators for the former estimation
derived under a design-based approach, which is typical for direct estimation applied to
domains with large samples. We consider the design MSE estimation for empirical best
linear unbiased predictors based on the Fay—Herriot model. In this case, unbiased MSE
estimators are known as unstable in the literature. We combine them with some biased
but less variable estimators of the design MSEs and show the gain in the simulation study.

Keywords: conditional mean square error, area-level model, empirical best linear
unbiased predictor, composite estimation.

1 Introduction and some results

We estimate the means of a survey variable in M sampled domains (areas) of a finite population.
Let 69 be a design-unbiased estimator of the mean 6; in the ith area with E(%|6;) = 6; and
the sampling variance vaulr(é;-1 |6;) = i is assumed to be known. This variance can be large if
the domain sample size is small.

Suppose that, for each area, the auxiliary information is available as a vector z; of known
characteristics, which are linearly associated with unknown parameter ;. Then, to improve
the direct estimation, famous area-level Fay—Herriot model can be used to build the best linear
unbiased predictors (Rao and Molina, 2015, Section 6.1.1)

and

M “lrum

B =B(yioy) = [Zzizé/(wi +07) [Z Zié?/(w' +o)) |,
i=1 =1

where o2 is the variance of random area effects, which is assumed to be known. Predictors (1)

are the linear combinations of the direct estimators 6 and the regression-synthetic estimators

05 := z,B with the weights ~;.

Replacing 02 by an estimator 62 in (1), we obtain empirical best linear unbiased predictors
(EBLUPs) GALH of the means #;, ¢ = 1,...,M. In practice, the design variances  ,; are also
unknown and therefore they are evaluated from external sources or by smoothing their direct
estimates. Let us denote the evaluated variances by Q/A;

48



Model MSE of EBLUPs éZH is often used to measure the variability of the predictors. On
the other hand, if the accuracy of the direct estimators is evaluated using the design MSE
in domains with sufficiently large sample sizes, then it makes sense to use the same measure
also for EBLUPs applied in the survey (Rao et al., 2018). However, estimation of the design
(conditional) MSE

MSE(0}") = E[(6]" - 6:)° | 6:] (2)

is also a small area estimation problem because (approximately) design-unbiased estimators
of (2) can be very unstable and take negative values for small sample sizes. It happens for
the estimators of (2) proposed in Rivest and Belmonte (2000), Datta et al. (2011), and for
elementary estimators considered in Pfeffermann and Ben-Hur (2019).

As an alternative to the unbiased estimators, one can use, according to Pfeffermann and
Ben-Hur (2019), the naive estimators

msea(d]') = 4795 + (1 - 5)° (0 —2iB(4,67)°,  i=1....M, 3)

of (2), where 4; = 62/(¢$ + 62). These estimators are biased but more stable and positive.
We propose another estimation of (2). We apply the results of Ciginas (2021) to design-based
compositions (1) and then replace the unknown parameters by their empirical versions. First,
we derive the estimator %(1—%)1/;? of the part of the squared bias of (2). Second, in line with the
assumptions used in Ciginas (2021), we approximate var(i | ;) = v21; + (1 — ;) var(65 | 6;).
Estimating this approximation and adding it to the estimated bias part, we arrive to

msep (A7) = 3,40° + (1 —4,)262(6), i=1,..., M, (4)

where 32(69) denotes an estimator of the design variance var (65 | 6;).

The reference Rao et al. (2018) suggests linearly combine unbiased MSE estimators with
biased ones like (3) using the estimated 4; in the weighting. We compare some of that combi-
nations numerically and present these results at the conference.
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Abstract

Obijective of the study is analysing the main indicators of survey “European Statistics on Income and
Living Conditions (EU-SILC)” depending on data collection mode, particularly the impact of CAWI
(i.e. analysis of non-response). The analysis is based on data of Latvian EU-SILC 2017, 2018, 2019
and 2020 surveys.

As in recent times demand for use of the latest data collection modes (CAWI) is increasing, there is a
need for data quality analysis depending on collection mode. This issue became even more important
during the Covid-19 crisis.

The analysis is prepared by experts from Central Statistical Bureau of Latvia.

Keywords: modes of data collection, EU-SILC survey.
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Regulation (EU) 2019/1700 of the European Parliament and of the Council of 10 October 2019 establishing a
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collected from samples, amending Regulations (EC) No 808/2004, (EC) No 452/2008 and (EC) No 1338/2008 of
the European Parliament and of the Council, and repealing Regulation (EC) No 1177/2003 of the European
Parliament and of the Council and Council Regulation (EC) No 577/98.

Commission Implementing Regulation (EU) 2019/2242 of 16 December 2019 specifying the technical items of
data sets, establishing the technical formats and specifying the detailed arrangements and content of the quality

reports on the organisation of a sample survey in the income and living conditions domain pursuant to Regulation
(EU) 2019/1700 of the European Parliament and of the Council.
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Abstract

In the world statistical practice in recent years, much attention has been paid to the development
of concepts, methodological standards for obtaining indicators of labor statistics in the context of
forms of labor activity. In October 2013, the 19th ICLS (Resolution 1) new standards were adopted for
labor statistics, which are in line with the general production frontier formulated in the 2008 System
of National Accounts (hereinafter - 2008 SNA). This creates the prerequisites for identifying and
statistically assessing the volume of labor activity in the national production accounts, including
existing satellite accounts, and measuring the contribution of all forms of labor activity to economic
development, household income and the welfare of individuals and society as a whole.

The new conceptual framework for work statistics is fully aligned with the general production
boundary of the 2008 SNA. Employment is a part of labor activity within the boundaries of the sphere
of production. Also it includes the production of goods for own use; unpaid work of trainees and
persons undergoing vocational technical training; labor activity of volunteers, as well as in households
producing goods and other forms of labor activity. All these forms of labor activity form the basis for
the preparation of national production accounts within the production boundaries according to the
2008 SNA. Providing services for own use complements the national production accountsto It is
outside the boundaries of the sphere of production, but within the general boundary of the sphere of
production.

Unpaid household activities are an important aspect of economic activity and an indispensable
contributor to the well-being of individuals, their families and communities. At the same time, this
activity is not taken into account in economic monitoring systems. However, disregard for unpaid
work in cooking, caring for and teaching children, cleaning their own homes, etc. leads to incorrect
conclusions in different areas of socio-economic analysis. Assessment of unpaid activities and their
inclusion in national accounts is an urgent direction in the development of a macroeconomic
accounting system.

In the Republic of Belarus, the main source of information for calculating these indicators is a
sample survey of households to study the use of the daily time fund of population, which is
periodically conducted by organizations of state statistics.

Keywords: system of national accounts, forms of employment, sample survey of
households.
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AHHOTAaug

B MupoBoil craTHCTHYECKOH NpakTHKE B IOCIEIHHE TOABl yAensdeTrcs OoJbIIOe BHUMAaHHE
pa3paboTke MOHATHH, METOIOJIOTMYCCKUX CTaHNAPTOB IS IOJNyYeHHsS MOKa3aTelneld CTATHCTHUKU
Tpyna B paspese ¢opm TpynoBoil nesrerapHocTd. B oktsiope 2013 r. 19-1 MKCT (Pesomronus 1)
MPUHSUIA HOBBIC CTaHIAPTHL, KACAIOIIUECS CTATHCTHKH TPYIOBOW JAEATEIBHOCTH, KOTOPBIE
COOTBETCTBYET OOIICH TpaHUIC MPOM3BOJICTBCHHOW NEATEIHFHOCTH, copmynupoBaHHO B Cucreme
HanuoHanpHbIX cueToB 2008 1. (mamee — CHC-2008). 3T10 co3gaeT MNPeanoChUIKH st
UACHTU(DUKAIIMA W CTATUCTHYCCKOW OICHKH O0BeMa TPYNOBOH NEATEIHHOCTH B HAIMOHAIBHBIX
cYeTax MPOM3BOJICTBA, BKIIOYAS CYMIECTBYIONINE «CATCIUIUTHBIE)» CUETa, U M3MEPEHUs BKIaJa BCEX
GbopM TPYHOBOW MAEATEIBHOCTH B DJKOHOMHYECKOE PAa3BHTHE, MHOXOABI IOMAIIHAX XO3SHCTB H
0J1Iar0COCTOSIHUE OTACIBHBIX JIUII U BCErO OOIIECTB.

HoBbie KoHIIENTYaIbHBIE PAMKH CTATUCTUKU TPYAOBOU JESATEILHOCTH TIOJHOCTHIO COBMAIAIOT C
obmeit rpanuneir cheper mpomsBomctBa CHC-2008. 3aHATOCTH SIBISETCSA 4YacThio TPYAOBOM
JESTEIbHOCTH B TpaHMIAX cepbl MPOM3BOJCTBA, KyAa TAKXKE BXOIUT MPOU3BOJCTBO TOBAPOB IS
COOCTBCHHOTO  WCIIOJNIb30BAHUS, HCOIUIAYMBACMBIA TPy CTaXEPOB H JIAL, MPOXOIAIINX
MPO(ECCHOHATIBHYI0 TEXHHYCCKYIO TOJTOTOBKY; TPYAOBas NEATCIHHOCTh BOJIOHTEPOB, a TAKXKE B
JIOMAIITHUX XO3SHCTBAX, MPOU3BOIAIINX TOBaphl U ApYyrue (GopMbl TPYAOBOH AeATEIFHOCTH. Bee 3t
(GOopMBI TPYIOBOW AEATEIBHOCTH (OPMHUPYIOT OCHOBY JUIS IOATOTOBKH HAIMOHANBHBIX CUYCTOB
MIPOU3BOJICTBA B TPAHHIIAX IPOM3BOJACTBEHHOU AesTensHOCTH cormacHo CHC-2008. Okasanue ycimyr
JUIl COOCTBEHHOTO HCIIOJIB30BAHMS JOIONHICT HAMOHAIBHBIE CYeTa MIPOU3BOJICTBA, T.C. HAXOIUTCS
3a TpenenamMu TpaHWIbl c]epbl MPOHM3BOJICTBA, OJHAKO B MpeAesax oOmed TpaHUIbl CcQepbl
MIPOU3BOJICTBA.

HeomnaunBaemass [eATENBHOCTh JOMAITHUX  XO3SICTB  SBISAETCS BAXXHBIM  AaCHEKTOM
SKOHOMHYECKON MEATEIbHOCTH W HE3aMEHHUMBIM (aKTOPOM, CIIOCOOCTBYIONIUM OJIaroIoydIHIO
oJeH, X ceMell u obmiecTBa. B Toxke Bpems dTa JesATeNbHOCTh BO MHOTOM OCTaeTCsl HEYUYTEHHOU B
cHUCTeMaX »JKOHOMHYECKOTO MOHHUTOPHHIA W, HE CMOTpS Ha OOHOBJICHHBIC MEXIyHApPOIHBIC
CTaHJApPTHI B 00JIACTH CTATUCTUKU Tpyna. TeM He MeHee, MPEeHeOPEeKeHIE K HEOIaunBACMOMY TPYAY
10 TIPUTOTOBJICHHUIO ITHINH, YXOIy 32 ICTBMH M HUX O0y4eHHIO, yOOpKe COOCTBEHHOTO KMIIBS U T.II.
MPUBOJUT K HEBEPHBIM BBIBOAAM B Pa3IMYHBIX OONACTSIX CONUAIBHO-IKOHOMHUYCCKOTO aHAaJH3a.
OIneHKa HEOIUTAYMBACMOM  NEATETBHOCTH, HAXOJIIICHCS 3a TMpeneiaMd TPaHUIBl  Ceps
MPOU3BOJICTBA B JCHEKHOM BBIPAXKCHHM M BKIIOYCHHE ¢ B HAIMOHANBHBIC CYECTA SBISICTCS
aKTyaJbHBIM HATPABICHUEM Pa3BUTHS CUCTEMBI MAaKPOIKOHOMHYECKOTO YUETa.

B Pecniy6iinke Benapych OCHOBHBIM KaTallM3aTOPOM H3MEPCHUS HEOIUIAYHBAEMOM JCSTEIIEHOCTH
JOMAITHUX XO3SHCTB IO OKAa3aHWIO YCIYT ABISAETCS pa3paboTKa 00CIeIO0BaHWI HCHOIB30BAHUS
BPEMEHH, KOTOpPBHIE COAEp)KaT JAaHHBIE, HEOOXOIMMBIE U ONpeAeTCHHsS MaciiTaboB M XapakTepa
paboThl, BBIMONHAEMOW 1oMa. OCHOBHBIM HCTOYHMKOM HH(POPMAIMU AN pacdeTra JaHHBIX
moKa3aTele  sBIIETCSI BBIOOPOYHOE OOCIICIOBAaHWE [IOMAIIHUX XO3AHWCTB MO  HM3YYCHHUIO
HCTIONB30BaHUS CYTOYHOTO (DOHIA BpPEMEHH, KOTOpOE IEPHOAWYECKH IPOBOIUTCS OpraHaMu
TOCyIapCTBEHHOI CTATHCTUKH.

KunroueBble ciioBa: cucTeMa HAIMOHATBHBIX CYETOB, (GOPMBI TPYJIOBOIl ACATENBHOCTH,
BBIOOPOYHOE 00CIIeT0BaHUE JOMALIHUX XO3SIHCTB
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yenyr (2017) https://www.unece.org/fileadmin/DAM/stats/publications/2018/ECECESSTAT20173 ru.pdf

Resolution concerning statistics of work, employment and labour. 19th International Conference of Labour
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Abstract

The 63 World Statistics Congress was held on July 11-16, 2021, virtually. There were about 1600
participants from 104 countries, 770 authors submitted their abstracts/papers/posters. The number of
presentations was higher than the number of papers.

Scientific program included 18 IASS supported invited sessions, among them two special invited
sessions. There were more presentations devoted to the survey statistics. The most popular survey
statistics topics discussed in the WSC:

o population census;

o imputation of missing data (Lee and Kim 2020);

o machine learning (classification example of the random forest usage and section on
nonprobability sampling included in Valliant et al. 2018);

o population size estimation.

The main motif of the WSC presentations in survey statistics — data integration:

o macro-integration: time series of temporary employment - combining quarterly sample
survey (LFS) and monthly employment register (ER) data;

o nonprobability samples; survey using Facebook sample data (Kreuter et al. 2020, Bradley et al.
2021);

o data integration by combining probability sample and nonprobability sample data, probability
sample survey data and big data for finite population inference (Beaumont 2020, Beaumont and
Rao 2021, Hill et al. 2020, Meng 2018, Tam and Holmberg 2020, Tam 2015, Rao 2020, Yang and Kim
2020);

o small area estimation in the case of probability sample and non-probability data set (Beaumont
and Rao 2021, Rao 2020).

The Facebook data based sample survey carried out by a big team of statisticians from the Carnegie
Mellon University (CMU), University of Maryland (UMD) and Facebook, US, will be discussed in
more detail.
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Abstract

A common requirement for a large scale sample survey is to deliver sufficiently precise
estimates at population and domain level. Often study domains are with unequal size.
Some of study domains can be much smaller then others. Those are contradicting require-
ments regarding the choice of an optimal sampling design to fulfil those requirements. One
of the examples is the latest European Health Interview Survey which has been done in
Latvia during 2019/2020. There are quality requirements at population level defined by
the corresponding regulation. At the same time there are national requirements defined at
domain level. An experimental sampling design with unequal sampling probabilities was
proposed and implemented to fulfil those requirements.

Keywords: Unequal probability sampling, European Health Interview Survey.

European Health Interview Survey

European Health Interview Survey 2019 (EHIS-2019) was organised in European Statis-
tical System according to the Commission Regulation (EU) 2018/255 of 19 February 2018
(European Commission, Eurostat, 2018). The implementation of the survey is guided by the

Methodological manual (European Union, Eurostat, 2020).

1.1

The Annex II of the regulation (European Commission, Eurostat, 2018) defines the precision

Precision Requirements of Eurostat

requirements. This is a citation from the regulation:

1.

in a country.

following amount:

p(1-p)
f(N)

3. The function f (N) shall have the form of f (N) = av/'N + b.

4. The following values for parameters N, a and b shall be used:
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Precision requirements for all data sets are expressed in standard errors and are defined
as continuous functions of the actual estimates and of the size of the statistical population

The estimated standard error of a particular estimate SE (p) shall not be bigger than the



p: Percentage of population severely limited in usual activities because of health
problems (age 15 years or over).

e N: Country population aged 15 years or over residing in private households, in
million persons and rounded to 3 decimal digits.

a: 1200
e b: 2800

1.2 National Survey and Precision Requirements
National survey and precision requirements were defined in the following form:
e Sample size: 11,000 persons.

e Two-stage sampling with geographical clustering should be used to optimise fieldwork cost
where two main cost components are travelling expenses and time required for fieldwork
operation.

e The main variables of interest:

— General health self-assessment.

Health problems limiting activities.

Financial obstacles for receiving health care services.

Height and weight.
e The main population domains of interest:

— Gender split by age groups (15-24, 25-34, 35-44, 45-54, 55-64, 65-74, 75+).
— Economic activity (employed, unemployed, economically inactive).
Education (according ISCED: 0-1, 2, 3-4, 5-8).

Household net monthly equalised income quintile groups (five groups).
Region (NUTS-3, six regions).

2 Methodology

2.1 Sampling Frame

The sampling frame was created in three sequential steps.

The statistical register of dwellings and persons is a monthly updated statistical reg-
ister maintained by the Central Statistical Bureau of Latvia. It contains information about all
registered persons and inhabited dwellings in Latvia. The administrative data sources are used
for updating the register. The main administrative data sources are the Population Register
and the Address Register.

The general sampling frame of all registered residents living in private dwellings
is a general sampling frame which can be used as an initial data source for any sampling frame for
a sample survey where persons are sampled. The general frame is created with a standardized
procedure. It is created whenever a sampling frame is necessary for any sample survey where
persons are sampled. The data sources for creating the general sampling frame are the statistical
register of dwellings and persons, the Address Register, phone lists, samples of other previous
surveys, and other data sources.

The EHIS-2019 sampling frame is a frame which was used for sampling of persons
for the EHIS-2019. It was created specifically for the needs of the EHIS-2019. For example,
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population coverage was reduced to persons aged 15+, persons likely to be de-facto non-residents
were excluded, extra variables for the needs of the EHIS-2019 were added. The data sources
for creating the EHIS-2019 sampling frame were:

e the general sampling frame of all registered residents living in private dwellings (2019-06-
27),

e micro data of the population statistics (2016 2019),

e administrative data about persons who have received state medical services in 2018,

e yearly income of persons in 2017,

e administrative data about self-employed persons in the first quarter of 2019,

e administrative data about employees and employers in May 2019,

e administrative data about registered unemployed persons in the first two quarters of 2019,

e the highest attained education level on 2019-01-01 from the Population Census data base.

2.2 Sample Size and Sampling Design

The total sample size for the EHIS-2019 was fixed to 11,000 persons. It was required to use
two-stage sampling with geographical clustering of sampled persons to optimise fieldwork cost.

2.2.1 Sampling of Survey Areas

There were survey areas (iecirki in Latvian) available for sampling. The survey areas were
created as compact geographical clusters of inhabited private dwellings with a purpose to be
used for sample surveys where geographical clustering of sample units is necessary. The size
of survey areas is measured by the number of inhabited private dwellings. The survey areas
were created with similar size in urban and rural territories (300 for urban and 150 for rural
territories). The survey areas were redesigned in 2019. The EHIS-2019 was the first survey to
use the ‘new’ survey areas.

The survey areas were used as the first stage sample units. So, stratification for the first
stage sample could be done using geographical information only. Stratification of persons (and
sample areas) was done according to the declared living place of persons. There were five strata:

1. Persons with declared living place in Riga (the capital of Latvia).

2. Persons with declared living place in cities under state jurisdiction (eight cities excluding
Riga).

3. Persons with declared living place in towns.
4. Persons with declared living place in parishes (rural areas).

5. Persons with cancelled or erroneous declared living place address (for those persons phone
number was available to make the first contact over phone or to do data collection over
phone using computer assisted telephone interview approach).

Sample allocation by strata was calculated according to the Neyman allocation (Neyman,
1934), where standard deviation was calculated according to the binary variable describing if
person had received the state funded medical services in 2018. The sample size of the first four
strata was rounded to the closest multiple of six (sample size of persons at the second stage for
each PSU). The sample size for the 5th strata was calculated as a reminder (11,000 minus the
total sample size of the strata 1-4). Sample allocation is available in Table 1 where:
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e strata: strata identification
e N: frame population size

e P: proportion of frame persons who have received the state funded medical services in
2018

e n_prop: proportional sample allocation (only as a reference)
e n_neim: Neyman optimal sample allocation calculated using N and S

e n_SSU: Neyman optimal sample allocation rounded to the closest multiple of 6 (for the
strata 1-4) and sample size in strata 5 is a reminder to the total sample size

e n_PSU: number of sampled PSUs

f: sampling fraction

Table 1: Sample allocation by strata

strata N P S n_prop nneim n_SSU n PSU f
1 523 724 0.753 0.431 3 596 3 738 3738 623  0.007137
2 301 081 0.808 0.394 2 067 1963 1962 327 0.006517
3 262 583 0.810 0.392 1 803 1 706 1704 284  0.006489
4 505 062 0.771 0.420 3 467 3512 3516 586  0.006962
5 9791 0.466 0.499 67 81 80 80  0.008171
Total 1 602 241 11 000 11 000 11 000 1900 0.006865

Two-stage sampling was used for the first four strata. Single stage sampling was used for
the 5th stratum (geographical clustering was not possible for persons with unknown declared
living place).

The mentioned survey areas (clusters of persons) were used as the primary sampling units
for strata 1-4. Survey areas were sampled in each stratum with systematic sampling with
probabilities proportional to area size. The area size was calculated as number of persons
available for sampling (there is a negative coordination with samples of other surveys with an
aim to reduce the burden of respondents) associated to a respective area. Survey areas have
been ordered in each stratum geographically so that contiguous areas in the survey area frame
are also geographically close in space.

2.2.2 Sampling of Persons

The secondary sampling units in strata 1-4 and the primary sampling units in stratum 5 were
persons. There were six persons sampled in each sampled area for strata 1-4. Sample size for
the 5th stratum was 80 persons.

One of the survey requirements for national needs was to optimise the survey to produce
reliable survey estimates for several population domains of interest. Those domains were defined
as:

gender and age groups (14 domains),

e economic activity status (3 domains),

household income (5 domains),

NUTS-3 regions (6 domains),
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e highest achieved education level (4 domains).

It was possible to create those domains in the population frame according to the available
external data sources (administrative data were used in most cases; exception is education
level were different data sources were used including administrative, sample survey and the last
census 2011 data).

Obviously the correspondence of those frame (de jure) domains with real (de facto) domains
differ. For example, gender and age group domains in frame are almost 100 % equal to the
real gender and age group domains. There is some level of misclassification errors for all other
domains. However, it was assumed that those frame domains are good auxiliary information
representing the main domains of interest. So, this information could be used to improve the
precision of survey estimates in those target domains.

The population size for those domains differ quite a lot. For example the largest of those
domains is persons with secondary education (corresponding to the ISCED 3 or ISCED 4). The
size of this domain in the frame was 825,022 making 0.515 share of all frame persons. On the
opposite side the smallest domain was unemployed persons. The size of this domain was 41,267
making only 0.026 share of all frame persons.

Assume we are using equal probability sampling. This approach would provide estimates
with acceptable precision for large domains. For example, the expected sample size for persons
with secondary education would be 11,000 - 0.515 = 5664, which should be enough to provide
estimates with acceptable precision. However, the expected sample size for unemployed persons
would be only 11,000 - 0.026 = 283. Taking non-response and over-coverage into account the
expected net-sample size could be close to 155 which would not be enough to provide estimates
with acceptable precision.

It would be necessary to over-sample small size domains while large size domains should be
under-sampled to keep the total sample size fixed. Such approach would allow to improve the
expected precision for estimates in small size domains.

Assume full response and equal variance in all domains, namely

1

2 2

— i — , f ,
Sg = N 1; (yi —ga)” = S, for Vd

where:

e U, is subset of target population belonging to domain d, Uy C U where U is a set of units
belonging to the target population and the size of U is constant.

e N, is domain d population size,
e y; is a value of a study variable for a population unit %,
* Ju =, Dicv, Vi

Assume D non-overlapping domains covering U completely:

Uy NU; =0 for Vk, j

and

D
Uw:U
d=1

The optimal sample allocation in this case would be equal sized sample allocation by domains,
namely ng = %n, where n is the total sample size. Hence the optimal sampling probabilities
would be
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_n
Ti|d = DiNd’
where ;)4 is a sampling probability for a population unit ¢ under assumption i € Uy. Those
sampling probabilities provide equal sample size in all domains:

n n
Z Ti|ld = Z DN, =D for Vd.
€Uy i€Uqg

There are 32 target domains which are overlapping. So, this approach cannot be used
directly. Those 32 domains can be ordered in five sets of domains where domains from one set
are non-overlapping and covering U completely. Those domain sets are:

1. gender and age groups (14 domains),

2. economic activity status (3 domains),

3. household income (5 domains),

4. NUTS-3 regions (6 domains),

5. highest achieved education level (4 domains).

The exception are domains by education which do not cover frame population completely.
There are persons with unknown education in a frame. Such domain exists only in a frame
(because of missing information). However, such domain does not exist in a target population.

For each of those domain sets an optimal sampling probabilities were calculated as

o n
B DQng’

where dg is a domain d from the domain set g, D, is a number of domains in a domain set g,
i, is a sampling probability for a person ¢ under assumption i € U, .

Five sampling probabilities were calculated for each frame person according to each of five
domain sets. Obviously those five sampling probabilities differ, so the final sampling probability
for each frame person was calculated as an average of those five sampling probabilities:

13
™= gZPudQ-
g=1

Those sampling probabilities 7m; would be possible to use directly for a single stage sampling.
In case of two stage sampling 7; cannot be used directly for sampling. But 7; were used as a
“size measure” for persons to calculate second stage sampling probabilities proportional to ;.
For example:

Ti|dg

e The lowest “size measure” was for an employed woman aged 55-64 living in Riga with
the secondary education (ISCED 3-4). Those persons represent large size domains, so we
want to sample those persons with low sampling probability.

e The highest “size measure” was for an unemployed woman aged 15-24 living in the
Vidzeme region without primary education (ISCED 0-1). Those persons represent small
size domains, so we want to sample those persons with high sampling probability.

2.2.3 Sampling Algorithm

The systematic sampling method (unequal probabilities, without replacement, fixed sample size)
was used for both sampling stages. The function UPsystematic from the R (R Core Team,
2021) package sampling (Till & Matei, 2021) was used to implement the sampling method.
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2.3 Weighting

The survey weights were calculated in three steps:
e Design weights.
e Non-response adjustment.

e (Calibration of weights.

Design weights were calculated as inverse of the corresponding sampling probabilities.

Response probabilities were estimated using a logit model. Response probabilities were
estimated only for the eligible persons (non-eligible persons were excluded from the estimation,
persons with unknown eligibility status were assumed to be eligible). Model regressors were
constructed using variables as:

e Type of territory (according to the declared living place): Riga (the capital city), cities
under state jurisdiction (excluding Riga), towns, parishes,

e NUTS-3 region (according to the declared living place),
e Sex,
e Age group (15-24, 25-34, 35-44, 45-54, 55-64, 65-74, 75+),

e The highest achieved education level (four groups according to the ISCED 2011: 0-1, 2,
3-4, 5-8),

e Usage of the state funded medical services during the year 2018,
e Equalised yearly household income (2017, five quintile groups),

e Economic activity status (employed, unemployed, inactive).

There were 38 variables included in the response logit model. Non-response adjusted weight
for each respondent was computed as design weight divided by the estimated response proba-
bility.

Only respondents were used in the weight calibration. Calibration variables were constructed
using variables as:

e Type of territory (according to the declared living place): Riga (the capital city), cities
under state jurisdiction (excluding Riga), towns and parishes,

NUTS-3 region (according to the declared living place),

e Sex,

Age group (15-24, 25-34, 35-44, 45-54, 55-64, 65-74, 75+),

The highest achieved education level (three groups according to the ISCED 2011: 0-2,
3-4, 5-8).

There were 52 variables included in the calibration equation. Linear calibration from the R
(R Core Team, 2021) package surveyweighting (Breidaks, 2020) was used.
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Table 2: Survey outcome

No Name Non-weighted Weighted
0 Sample size 11,000 1,357,679
1 Respondents 6,033 741,635
2 Non-respondents 4,636 574,336
3 Non-eligible 331 41,708
4 Over-coverage rate ([3] / [0]) 0.030 0.031
5  Response rate ([1] / [1] + [2]) 0.565 0.564

3 Results

3.1 Statistics

The statistics produced using the EHIS-2019 data are available at the Official Statistics Portal
of Latvia (https://stat.gov.lv/en).

3.2 Non-sampling Errors

The total design weighted response rate was 0.564 and the total design weighted over-coverage

rate was 0.031. See more details in Table 2.

3.3 Sampling Errors

The sampling error estimates for the main population parameter estimates are provided in
Table 3. The description of the main population parameters:

e HS1: Proportion of persons aged 15+ in good or very good health

e HS2: Proportion of persons aged 15+ with longstanding illness or health problem

HS3: Proportion of persons aged 15+ that were severely limited in activities people usually
do because of health problems for at least past 6 months (this is the parameter used to
define the Eurostat precision requirement)

HO1: Proportion of persons aged 15+ having been hospitalized in the past 12 months

BMI: Proportion of persons aged 184+ who are obese (BMI equal or above 30, where BMI
(body mass index) is calculated as weight in kg divided by height in meters squared)

The Eurostat precision requirements defined at the regulation (European Commission, Eu-
rostat, 2018) were verified. The precision requirement was: the standard error estimate for the
estimated proportion of severely limited in usual activities because of health problems (age 15
years or over, HS3) shall not be bigger than

p(1-p)
f(N)

where:

e f(N) = av/N+bis the minimum effective sample size necessary to fulfil the corresponding
precision requirements.
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Table 3: Estimates of the main parameters of interest with respective precision measures

variable gender respondents estimate SE confidence interval deff
HS1 All 5848 0.496 0.004216 0.487 — 0.504 0.418
HS1 Women 3420 0.454 0.005353 0.443 — 0.464 0.375
HS1 Men 2428 0.548  0.006679 0.535 — 0.561 0.475
HS2 All 6025 0.732  0.003984 0.725 — 0.740  0.483
HS2 Women 3495 0.775 0.004845 0.766 — 0.785 0.444
HS2 Men 2530 0.680 0.006468 0.667 — 0.692 0.515
HS3 All 6023 0.091 0.002581 0.086 — 0.096  0.501
HS3 Women 3492 0.106  0.003533 0.099 — 0.113  0.446
HS3 Men 2531 0.072  0.003516 0.065 — 0.079  0.524
HO1 All 6024 0.115 0.003046 0.109 — 0.121  0.558
HO1 Women 3495 0.123  0.004182 0.115 — 0.131 0.545
HO1 Men 2529 0.106  0.004582 0.097 — 0.115 0.616
BMI All 5528 0.230 0.004014 0.222 — 0.238 0.523
BMI Women 3265 0.257 0.005278 0.247 — 0.268 0.466
BMI Men 2263 0.196 0.006105 0.184 — 0.208 0.603

p: Percentage of population severely limited in usual activities because of health problems
(age 15 years or over). The estimated proportion was 0.091 for Latvia (see the line HS3
“All” in Table 3).

e N: Country population aged 15 years or over residing in private households, in million
persons and rounded to 3 decimal digits. It was 1.585 million for Latvia.

e a: 1200
e b: 2800

The threshold value for the estimated standard error is equal to

PO—p) _ [p(L=p) _ | 0.001(1-0.00D) _ 0.,

f(N) avV'N +b 1200 - v/1.585 +2800 '
We can see the estimated standard error for the respective population parameter estimate
was 0.002581 (see the line HS3 “All” in Table 3) which is lower then the threshold value

(0.004373). We can conclude that precision requirements defined by the regulation (European
Commission, Eurostat, 2018) have been fulfilled for the EHIS-2019 in Latvia.

4 Conclusions

The paper presents an empirical work with an implementing of an unequal probability sampling
for the European Interview Health Survey in Latvia. The aim of this approach was to over-
sample target domains with small population size. It was expected to provide an optimal
sampling design to fulfil national and European precision requirements.

The overall precision requirements defined by the regulation (European Commission, Eu-
rostat, 2018) have been satisfied. The precision of the estimates of other main population
parameters are good in general.
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The precision of domain estimates have not been derived yet (exception is gender). Hopefully
some of those results will be available for presenting at the Summer School on Survey Statistics
2021.
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Abstract

One of the fields where the integration of big data in the regular production of official
statistics might be possible is Online-based Enterprise Characteristics. Currently two URL
finder programs are suggested by ESSnet, thus overview and comparison of these two URL
finders will be presented here.

Keywords: Online-based Enterprise Characteristics, URL finder.

1 The web as a statistics data source

Web scraping is easy, however if you want to use it as a statistics data source, you want it to
be automated, methodologically sound, transparent, robust, consistent and efficient. For this
reason the ESSnet Web Intelligence Network project was created and Statistics Lithuania is a
member of it. The project goal is to contribute to establishing the Web Intelligence Network
(WIN) across the ESS and to make use of the Web Intelligence Hub (WIH) services for the
production of statistics with web data. This project started in 2021 and is going to last 4
years. Currently, there are two main fields (Online Job Advertisements (OJA) and Online-
based Enterprise Characteristics (OBEC)) where the initial steps are made. This article will
focus on the work done in the OBEC field.

The use of OBEC data would support the official statistics with more recent data, it would
improve the Statistical Business Register (SBR) and could be used as additional information
in Information and Communication Technology (ICT) surveys.

The first OBEC goal is to create a database containing URLs for each enterprise in the
target population, where there can be one, many or zero URLSs for a given enterprise. For some
enterprises the URLs might already be available in a SBR or obtained from other sources. It
can also be built up from scratch by searching for enterprises via search engines like Bing or
Google. Of course, web scraping can be used as a verification tool. Thus, the search results
can help to answer two main questions:

e Does an enterprise have a website?
e Which URL is most likely to belong to that enterprise?

Commonly, a web search will return several results leading to different base URLs for one
enterprise. The different machine learning methods and algorithms like logistic regression or
random trees can be used to identify a valid URL.

The previous projects (ESSnet Big Data I and ESSnet Big Data II) also investigated this
field and two URL finder softwares were created:

e UrlSearher: https://github.com/Summalstat/UriSearcher
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e URLsFinder: https://github.com/EnterpriseCharacteristicsESSnetBigData/StarterKit/
tree/master/URLsFinder

A more detailed analysis of these programs is provided in the next section.

2 Comparison of URL finders

UrlSearher was created by Donato Summa and his team (Italian National Institute of Statis-
tics) (Barcaroli G., Scannapieco M., Summa D. (2016)). UrlSearcher is a Java application where
a strategy for solving the URL retrieval problem is adopted. It consists of 5 steps:

e Step 1: Building the input training dataset. Combining different sources the list of en-
terprises with several indicators (enterprise name, city, telephone number and ect.) is
created. This step must be done outside the URL finder, because each country can use
different sources and different indicators and there is no possibility to automate this pro-
cess.

e Step 2: URLs Searching. In this step for each unit in the input training dataset the
first 10 URLs were stored from the search engine, where the search was done using the
enterprise name.

e Step 8: URLs Crawling. For each row of the seed file, if the URL is not in the list of the
domains to filter out, the program tries to acquire the HTML content of the page. From
each acquired HTML page the program extracts just the textual content of the HTML
fields with useful information (for example, contact information) and write a line in a
TSV file.

e Step 4: URLs Scoring. A score vector is computed and a score is assigned for each line
in the TSV file. The elements/characteristics that were considered in a score vector by
default (it is possible to adapt it to each country) are these:

Simple URL (is the URL in the form www.name.lt or not?);

VAT (is it present in the page or not?);

city (is it present in the page or not?);

province code (is it present in the page or not?);
— link position (from 0 to 9);
— telephone number (is it present in the page or not?);

— zip code (is it present in the page or not?).
A score is calculated as a sum of assigned points for each element/characteristic.

o Step 5: Using a Machine Learning approach to associate URLs to enterprises. The easiest
way to assign the valid URL for each unit is to select that with the maximum score, but
knowing that not all units have a URL, the more precise algorithm must be used. That
is why in this step three methods (neural networks, random forest and logistic model) are
used to determine if the URL with the highest score is valid or not.

The other program URLsFinder was created by Kostadin Georgiev (Bulgarian National
Statistical Institute) and is a part of a Starter Kit package. The URLsFinder is written in
Python and it contains two main modules:

o URLsFinderWS - defines methods for scraping information for the enterprises’ URLs from
the internet with the help of search engine Duck Duck Go.
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o URLsFinderMLLR - defines methods for determining the enterprises’ URLSs or character-
istics from the scraped information from the internet by using logistic regression machine
learning.

As the UrlSearher, the URLsFinder has a similar course of action, still there are some differences,
which are presented in table 1.

Table 1: A comparison of URL finders

in a score vector (by default)

link position
telephone number

UrlSearher StarterKit
Language Java Python
Search engine Bing Duck Duck Go
Simple URL Simple URL
VAT 1D
city city
Characteristics included province code address

link position
telephone number

zip code name
equal domain

neural network
random forest logistic
logistic

Machine Learning methods

More detailed comparison and adaptation to Statistics Lithuania needs will be presented
during the presentation.

3 Some observations

ESSnet WIN project is still at the early stage, thus the main results will be obtain in the future,
however, some observations regarding OBEC field can be already made:

e Even if we agree that the web scraping is a powerful tool to obtain the information,
still at this moment it won’t change the traditional survey sampling, but it can provide
useful up-to-date additional information, which could be integrated in the survey sampling
procedures.

e [t is necessary to define country specific steps and stages for collecting the data, thus the
programs must be easily updated.

e To validate that suggested URL is correct the machine learning methods are used, where
there is a need to have a train set. Unfortunately not always there is a possibility to
construct an appropriate train set.
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Abstract

Although population census 2021 will be register-based, it is not possible to obtain all required
information about all residents of Latvia from administrative data. For this reason, it is necessary to
apply the statistical imputation and editing methods for various census variables. The development of
the census imputation and editing methodology has been underway since 2016. Imputation and editing
methods are evaluated and improved every year. Two methods are currently used: k-nearest
neighbours and the classification tree method (rpart).

The classification tree method is used to edit the status of economic activity because it is not possible
to determine unregistered employment and unemployment from administrative data. Labour Force
Survey data is used as training and benchmark data for this task. The classification tree method is used
also to impute the status of employment and the location of the workplace (Latvia or abroad). The
imputation of occupation, industry and education variables is carried out using the k-nearest
neighbours method.

Keywords: census, imputation, editing.
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Abstract

Current agricultural statistics in Belarus provides full coverage of the main producers
(agricultural organizations and farmer households), which account for about 78% of total agricultural
production. The obtaining of statistical data on agricultural activities of personal subsidiary plots of
citizens, permanently residing in rural areas, since 2011 is carried out on the basis of a sample survey.

However, it was not possible to obtain information on agricultural activities of other population
from sample surveys. Also uncovered by the sample survey are households that carry out agricultural
activities in urban areas, in garden and dacha associations, and vegetable gardening cooperatives.

The source of all information on agricultural production is the agricultural census. According to
the recommendations of the Food and Agriculture Organization of the United Nations (FAO),
agricultural censuses should be conducted once every 10 years.

During the recent ten-year period, an agricultural census has been carried out in almost all CIS
countries. An event of this kind and scale was not held in the Republic of Belarus until 2019.

The organization and conduct of an agricultural census requires significant labor and financial
resources, therefore, an agricultural census as part of the population census would avoid additional
budget expenditures and ensure a complete coverage of households engaged in agricultural activities.

In this regard, an agricultural census was carried out as part of the 2019 population census. Thus,
for the first time in Belarus, complete information on agricultural activities of the population has been
obtained. In the course of this survey, information was obtained that will be used in the future to
conduct various types of sample surveys and one-time accounting in agriculture; detailed data was
obtained on the state of development of personal subsidiary plots of citizens both in the country as a
whole, and in individual regions and territories.

Keywords: agricultural census, sample household survey, population census.
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AHHOTANUA

Beznenue Tekyiei cTaTHCTHKH CEIBCKOT0 X03sHcTBa B benapycn obecrieunBaeT IOJHBIH 0XBaT
OCHOBHBIX ~ TOBapOMNpPOU3BOAUTENEH  (CENIbCKOXO3SIIICTBEHHBIE OpPraHM3allUd U KPECThSIHCKUE
(pepmepckue) X03sHCTBA), HA OO KOTOPBIX HPUXOJAUTCS 0K0JI0 78% 0011ero oobemMa Mmpou3BOICTBA
CeNbCKOXO3SHCTBEHHON TPOAYKIMH. A cOOp CTAaTHCTHYECKHX MAHHBIX O CEIBCKOXO3SHCTBEHHOM
JEATEIbHOCTH JIMYHBIX ITOJICOOHBIX XO3SHCTB TpaxJaH, IIOCTOSHHO TIPOXXKMBAIONINX B CEIbCKOM
MecTHOCTH, HaynHas ¢ 2011 1., MPOBOAUTCS HAa OCHOBE BHIOOPOYHOTO 00CIIECIOBAHNS.

OnHaKo MOMYYUTh HHPOPMALHIO O CEILCKOXO3SHCTBCHHON EATEIbHOCTH MHOTO HACENICHUS M3
BBIOOPOUYHBIX OOCIICIOBAHUM HE MPEACTABIAIOCH BO3MOXHBIM. Tak, HE OXBAa4dEeHBI BHIOOPOUHBIM
o0clieIoBaHleM XO3HCTBA HACEJIEHUsI, OCYIIECTBILSIIOIINE CEIbCKOX03SHCTBEHHYIO JESATEIbHOCTh B
FOpOﬂCKOﬁ MECTHOCTH, B CaIOBBIX U JaYHBIX TOBAPUILIECTBAX, OTOPOJHUYCCKUX KOOIEpaTUuBax.

Hcrounnkom Bceil uHOpMALMM O CENBCKOXO3SHCTBEHHOM IPOU3BOJICTBE  BBICTYIAET
cenbcKoXxo3sificTBeHHass — mepenuch.  CorsmacHo — pekomeHgauusaM  IIpomoBonbcTBeHHONH U
cenbcKoXxo3siiicTBeHHOM  opraHm3aiun  OO0benuHeHHBIX Hauuil (PAO) cenbckoxo3siiCTBEHHBIE
[EpPENHUCH JOJDKHBI IPOBOJIUTECS OJUH pa3 B 10 jer.

3a mocyieHue JECATh JIET CEeIbCKOXO3IHCTBEHHAsI MEPENnCh ObLIA TPOBEACHA MPAKTHUECKH BO
Bcex ctpanax CHI'. B Pecniybnmke bemapycs meponpustae nogooHoro poaa u macmrabda go 2019 r.
HE IIPOBOAMIIOCE.

[l opraHu3anyy ¥ MPOBEJICHUS CEIbCKOXO03IHCTBEHHOM NMEpenucu TpeOyIoTCs 3HAUYUTEIbHbIE
TpynoBble M (PUHAHCOBBIE PECYPCHI, MO3ITOMY IPOBEACHHE CEIbCKOXO3SHCTBEHHOH IEpenucH B
paMKax MepernucH HaceJeHHs MO3BOJIMIO Obl M30€XaTh JONOJHUTENBHBIX PACXOJ0B OMOJDKETa U
o0ecreunTh CIUIOLNIHOW OXBaT XO3SHCTB HACEJICHUs, OCYLICCTBIISIOIINX CEILCKOXO3SHCTBEHHYIO
JIeSITebHOCTb.

B cBs3u ¢ 3TUM B pamkax nepemnucu HacesneHus 2019 romga nposeneHa U cenbCKOXO03SHCTBEHHAS
neperiucb. Takum oOpazom, B benapycu BmepBble mnonydeHa moJiHas HHGbOpMaus o
CeNbCKOXO3SMCTBEHHON [ESTeIbHOCTH HaceleHus. B xoxe maHHOro oOcCiefoBaHHs MOJIydeHa
nHdopmanus, KoTopas B AajbHEHIIeM OyAeT WCIONb30BaHA ISl MPOBEACHHS PA3IMYHOTO poJa
BBIOOPOYHBIX OOCJICIOBAHUM W EIMHOBPEMECHHBIX YYETOB B CEIBCKOM XO3SHCTBE; MOJyUYCHBI
JICTATN3UPOBAHHBIC JAHHBIE O COCTOSHHM Pa3BUTHS JIMYHBIX MOJCOOHBIX XO3SIMCTB IpakgaH Kak B
LIEJIOM TIO CTPaHe, TaK M 1O OTJEIbHBIM PETHOHAM U TEPPUTOPHSIM.

KnioueBble cjioBa: cenbCKOXO35CTBEHHAs MEPEIICh, BBIOOPOYHOE 00CICIOBAHUE TOMAIITHUX
XOSﬂﬁCTB, MEepenurcCh HACCICHUS.

Cnucoxk HCnoJb30BAHHBIX HCTOYHHKOB
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Abstract

The representation of the spacial and temporal dispersion of the Corona pandemic is a key issue of
epidemiologic research but also of public media. This issue is often realized via maps which are often
animated. The web-application which is presented here (https://www.inwt-statistics.com/read-
blog/covid-19_heat-map_of-local_7-day_incidences_over_time.html) uses an alternative statistical
concept for the display of Corona incidences. Instead of the standard assumption of a uniform
distribution over the reference area we use the approach of Gross et al. (2020). The gain of this
approach is the joint analysis of neighboring areas.

This general statistical approach is applied here for the estimation of local Corona incidences in
Germany. The approach avoids the discontinuities at the borderlines of counties which appear in
standard maps by a joint analysis of neighboring counties. The focus of the presentation is the
realization of this concept by a web-application and its use. By three examples we demonstrate that
during the second Corona wave there exist in Germany fixed local clusters which may broaden over
time and which may also merge.

Keywords: Corona Incidence, Internet Maps, Choropleths, Kernel density estimation, Simulated
EM-Algorithm.
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Abstract

One of the tasks in survey statistics is to reduce the bias of the sample survey estimates.
Nonresponse in sample surveys can lead to biased survey estimates. One of the solutions
to deal with the nonresponse bias is the usage of a calibration estimation with auxiliary
information. The question that is being discussed in the paper is how to select auxiliary
variables for optimal bias reduction. The main goal of the paper is to calculate and
interpret nonresponse bias indicators in practical application for two sample surveys.

Keywords: Nonresponse, auxiliary variables, calibration estimator, bias indicators,
optimal auxiliary variables.

1 Introduction

The need for accurate data and statistics is only growing. However, 100% data accuracy is
impossible. There will be missing or useless data because of the nonresponse.

There are many methods to reduce nonresponse bias after a completed survey. This paper is mainly
about auxiliary information. But of course, to identify optimal auxiliary information, the user needs to
have knowledge about calibration factors and indicators, that can determine that.

2 Theory

Before approaching the theory about indicators. Worth mentioning some information on
nonresponse, study and auxiliary variables, calibration estimator, and factor.

2.1 Nonresponse

One of the problems in sample surveys that make bias (bias = real value - expected value) bigger is
nonresponse (Holton, 2014). Nonresponse occurs when the respondent is not reachable, respondents
do not want to answer specific questions, or the survey is damaged somehow (Sarndal et al., 1992).

So if we have probability sample s from a population U = {1,2, ..., k, ..., N}, and r is the respondent
data set, that means that the nonresponse set is nr = s —r. If nr = @ is empty, that means that all
sample units are respondents. It is a perfect situation. Sadly, in practice, it is impossible to get (Sérndal
et al., 2009).

The main goal is to reduce bias which is a result of nonresponse. To do that, apply a calibration
estimator, which is dependent on study and auxiliary variables (Sarndal et al., 2009).

2.2 Study and auxiliary variables

Often there are many variables in sample surveys. Attention is on the study and auxiliary variables.
The study variable is also known as the research variable - it is a variable that we want to explore or
estimate. We can explore many or just one study variable. Study variable value to unit k denoted as
Vi (Sérndal et al., 2009).

73



On the other hand, the auxiliary variable is a variable that is not the supreme exploring variable but
can improve the study variable estimated value. Auxiliary variable value to unit k will be denoted as
x;. But the set of auxiliary variables - x,, (Sirndal et al., 2009).

Both (study, auxiliary) variables if k unit belongs to sample, is denoted as k € s. If k € r, it means
that all units are in response set (Sarndal et al., 2009).

In the previous subsection, it was mentioned that study and auxiliary variables affect calibration
estimator and factor.

2.3 Calibration estimator and factor

A calibration estimator is adjusted, to get an estimated value closer to the real value in the case of
nonresponse. Estimator requires a calibration factor, which is dependent on design weights and
auxiliary variables x;.. The design weight formula is (1). Where m;, > 0, 7, is the probability of unit k
to obtain into the sample, when k € U (Sérndal et al., 2009).

dy =V, (1)

The calibration factor is in the formula (2). The symbol ' means transpose matrix.
my = Ces AeXi)' Cker dieXieX'i) ™ Xk @)

Also, the equation Y c, dr mpXy = Yxes di Xi IS true. This equation was used in practice to check if
the calibrations factor calculation is correct. The calibration estimator is visualized in (3). Exactly (3)
formula, because it is more focused on reducing nonresponse bias than the variance (Sérndal et al.,
2009).

Year = Yker die My Y (3)

To calculate the indicator, which shows us the optimal set of auxiliary variables, we will use the
calibration factor my,.

2.4 Indicators

The stepwise forward procedure is used to find an optimal set of auxiliary variables (stepwise
backward procedure can be used also). Then the first set of auxiliary variables is xj = Xxx. The
second will be xp = (Xxqk, X2 ) and the third set - X, = (X1x, X2k, X3 )- The algorithm repeats till
all possible auxiliary variables are in the set of auxiliary variables x, = (X1, X2k, ---, X1) (Sérndal
et al., 2009).

Accordingly, to (Sarndal et al., 2009), there are two indicators. First is H, indicator (4) is suitable
when there is only one study variable.

Hy = |Ry;m| X Uy 4

The second indicator is H;, (5) is suitable when there are many variables, starting with two. Both
indicators maximized value detects an optimal set of auxiliary variables.

H; = cvp, ()

Where cv,, is the coefficient of variation, of the calibration factor m,.

Sm Mg,q
Oy =——= |[——1 6
m Myrd My;d ©)

Where S, is the weighted standard deviation of the calibration factor m,.
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Srzn = mr;d (ms;d - mr;d) (7)

Where m,.4 is the weighted mean value of the calibration factor m,, k € r. Besides my,, is the
weighted mean of the calibration factor m;, k € s.

T, = Zker dkMyi _ Ykesdk ®)
rid Yker Ak Yker Ak
_ Ykes dxMg
Meg = o= 9
sid Ykesdk ©)

Returning to the formula (4). R,,.,,, is the correlation coefficient depending on the set of study variables
¥« and calibration factor my. Ry, satisfies —1 < R, < 1 inequality.

Ry = Cov(y,m)/S,Spy (10)

Where Cov(y,m) is the covariance coefficient depending on the set of study variables y, and the
calibration factor my.

1

Z—deEr di (Mg — M) Vi — Vrya) (11)
ker Qk

Cov(y,m) = Cov(y,m)y;q =
In the formula (10) (Sérndal et al., 2009), there is also S,, that is the standard deviation of the set of
study variables yy.

1 _
Sy = S§|r;d = mZker di Vi = Vria)? (12)

Where y,.q = Yiker Ak Yi/ 2ker di 1S the weighted mean of the set of study variables, k € r
(Sérndal et al., 2009).

3 Indicators in practice

The programming language R was used in practice to compute calibration factors, indicators, and
other estimated values.
Two different sample surveys were reviewed in practice —
e 2020 sample survey of turnover retail sales in Latvia. The period of this survey is a month
(data of January). The response rate to this specific sample survey is 0.856. There is only
one main study variable for this sample survey. Along with theory, an optimal set of
auxiliary variables can find out with H; indicator formula (4) (Sarndal et al., 2009).
Table 1 shows that the optimal set of auxiliary variables can be created from more than one variable.
Four of them have a maximal H, indicator value of 0.0738. However, the choice of three sets of
auxiliary variables is unnecessary complexity in this case, so an optimal set of auxiliary variables for
this survey is chosen as x1 = turnover in previous year.

Table 1: Sample survey of turnover retail sales with one study variable (turnover of January),
mean estimated values cv,,, S,,, Cov(y,m), R,.,, and indicator Hy; the results are derived from
100 iterations of a missing data simulation.

Auxiliary variable vectors [og 70 Sm Cov(y,m) Ry.m H,
X4 = turnover in previous year 0.997 1.176 134202 0.073 0.0738
x, = NACE classification group 0.090 0.107 1754 0.010 0.0023
X3 = strata group 0.199 0.235 399 0.002 0.0027
x4 = (turnover in previous year; NACE 0.997 1.176 134202 0.073 0.0738
classification group)
X5 = (turnover in previous year; strata group) | 0.997 1.176 134202 0.073 0.0738
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X = (turnover in previous year; NACE 0.997 1.176 134202 0.073 0.0738
classification group; strata group)

2019 European health interview survey. The period is a year. The response rate is 0.564.
The sample survey has 6 main study variables and more possible sets of auxiliary variables
combinations than turnover retail sales. On this survey data computed H; indicator (5)
because there is more than one study variable.

Table 2 visualizes a piece, how auxiliary variables were chosen (with a stepwise forward procedure)
and that the optimal set of auxiliary variables, in this case, included all auxiliary variables (x¢). Worth
mentioning that the order of auxiliary variables in set does not change H; the result.

Table 2: Fragment of computed H5 indicator results of a different set of auxiliary variables
using European health interview survey data

Auxiliary variable vectors H;
x4 = (education group; gender) 0.120
x, = (education group; gender; age group by gender) 0.140
x3 = (education group; gender; age group by gender; household income) 0.145
x4 = (education group; gender; age group by gender; household income; 0.180
economical status)
X5 = (education group; gender; age group by gender; household income; 0.180
economical status; age group)
X¢ = (education group; gender; age group by gender; household income; 0.261
economical status; age group; declared city, region of residence)
x- = (education group; age group) 0.114
xg = (education group; age group; declared city, region of residence) 0.222

4 Conclusion

Information about nonresponse, study and auxiliary variables, calibration estimator and factor,
indicator H; and Hs is presented in the paper. Also, described the scenarios for nonresponse indicators
usage. Two sample surveys were used in practice — 2020 sample survey on retail sales turnover in
Latvia and 2019 European health interview survey.

Main conclusions —

Computing calibration factor, the sum of design weights with auxiliary variable matrix in
response set cannot create a singular matrix. If it is singular, then cannot calculate the
inverse matrix.

Indicator H; should be used if we have a sample survey with only one main study variable.
If there are more than two study variables, H; indicator (5) should be used. If both
indicators are used in the same survey, different results for the optimal auxiliary variable
set can be observed.

A user who calculates indicators should choose which indicator to use in different sample
surveys.

For a sample survey of retail sales turnover (estimating a monthly turnover in January), an
optimal set of auxiliary variables consists of retail sales turnover in the previous year.
However, H, indicator maximal value was achieved for 4 different sets of auxiliary
variables.

An optimal set of auxiliary variables for the European health interview survey includes all
the auxiliary variables. Besides the order of auxiliary variables is not important regarding
the nonresponse indicator value.
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Abstract

The paper considers the main questions of sample survey of consumer prices in the
official statistics of Belarus. It is noted that in practice the calculation of the CPI are
mainly non-probability methods such as the representative item method and cut-off
sampling.
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1 Introduction

For a consumer price index (CPI) national statistical agencies collect data on prices through a sample
survey. In fact, in many countries, it might be better viewed as composed of many different surveys,
each covering different subsets of the products covered by the index.

The general population usually has three dimensions: 1) product dimension, 2) geographical and outlet
dimension, 3) time dimension.

In surveys of consumer prices can be used probability and non-probability sampling methods.
Traditionally, however, non-probability sampling methods have mainly been used in the compilation
of a CPI for choosing outlets or products. The representative item method is particularly popular for
selecting items. Other methods used are cut-off sampling and quota sampling. In some cases, these
two methods are used in combination, for example, outlets are selected using probability sampling
techniques, whilst products are selected using the representative item method.

2 Non-probability sampling techniques

In the international standard on price statistics (Consumer price index manual: Theory and practice,
2007, p. 99) are the main reasons for using non-probability sampling:

1) No sampling frame is available. This is often true for the product dimension but less frequently so
for the outlet dimension, for which business registers or telephone directories do provide frames, at
least in some countries, notably in Western Europe, North America and Oceania. There is also the
possibility of constructing tailor-made frames in a limited number of cities or locations, which are
sampled as clusters in a first stage. For products, it may be noted that the product assortment exhibited
in an outlet provides a natural sampling frame, once the outlet is sampled as a kind of cluster, as in the
BLS sampling procedure presented above. So the absence of sampling frames is not a good enough
excuse for not applying probability sampling.

2) Bias resulting from non-probability sampling is negligible, especially for highly aggregated
indexes, as evidenced in the works of Dalen (Dalén, 1998) and De Haan, Opperdusa and Jester (De
Haan, Opperdoes and Schut, 1999). Both simulated cut-off sampling of products within item groups.
Dalén looked at about 100 groups of items sold in supermarkets and noted large biases for the sub-
indices of many item groups, which however almost cancelled out after aggregation. De Haan,
Opperdoes and Schut used scanner data and looked at three categories (coffee, babies’napkins and
toilet paper) and, although the bias for any one of these was large, the mean square error (defined as
the variance plus the squared bias) was often smaller than that for pps sampling. Biases were in both
directions and so could be interpreted to support Dalén’s findings. The large biases for item groups
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could, however, still be disturbing. Both Dalén and De Haan, Opperdoes and Schut report biases for
single-item groups of many index points.

3) We need to ensure that samples can be monitored for some time. If we are unlucky with our
probability sample, we may end up with a product that disappears immediately after its inclusion in
the sample. We are then faced with a replacement problem, with its own bias risks. Against this, it
may happen that short-lived products have a different price movement from the price movement of
long-lived ones and constitute a significant part of the market, so leaving them out will create bias.

4) A probability sample with respect to the base period is not a proper probability sample with respect
to the current period. It is certainly true that the bias protection offered by probability sampling is to a
large extent destroyed by the need for non-probabilistic replacements later on.

5) Price collection must take place where there are price collectors. This argument applies to
geographical sampling only. It is, of course, cheaper to collect prices near the homes of the price
collectors, and it would be difficult and expensive to recruit and dismiss price collectors each time a
new sample is drawn. This problem can be reduced by having good coverage of the country in terms
of price collectors. One way to achieve this is to have a professional and geographically distributed
interviewer organization within the national statistical agency, which works on many surveys at the
same time. Another way of reducing the problem is to have a first-stage sample of regions or cities or
locations which changes only very slowly.

6) The sample size is too small. Stratification is sometimes made so fine that there is room for only a
very small sample in the final stratum. A random selection of 1-5 units may sometimes result in a
final sample that is felt to be skewed or otherwise to have poor representativity properties. Unless the
index for this small stratum is to be publicly presented, however, the problem is also small. The
skewness of small low-level samples will even out at higher levels. The argument that sample size is
too small has a greater validity when it relates to first-stage clusters (geographical areas) that apply to
most subsequent sampling levels simultaneously.

7) Sampling decisions have to be taken at a low level in the organization. Unless price collectors are
well versed in statistics, it may be difficult for them to perform probability sampling on site. Such
sampling would be necessary if the product specification that has been provided centrally covers more
than one product (price) in an outlet. Nevertheless, in the United States (U.S. BLS, 1997) field
representatives do exactly this. In Sweden, where central product sampling (for daily necessities) is
carried to the point of specifying well defined varieties and package sizes, no sampling in the outlets is
needed. In countries where neither of these possibilities is at hand, full probability sampling for
products would be more difficult.

In practice, a survey of consumer prices using the following types non-probability techniques:

1) Cut-off sampling refers to the practice of choosing the n largest sampling units with certainty and
giving the rest a zero chance of inclusion. In this context, the term “largeness” relates to some
measure of size that is highly correlated with the target variable. The word “cut-off” refers to the
borderline value between the included and the excluded units. The sample selected by all of the major
units, and medium and small are selected in proportion to the value of a given parameter (eg, the value
of production);

2) The quota sampling — in the resulting sample units should be presented in the same proportion as in
the general population, in terms of number of known characteristics, such as a subset of products, type
of outlet, and location. A limitation of quota sampling, as in other non-probability sampling, is that the
standard error of the estimate cannot be determined;

3) The representative item method — it’s the traditional CPI method. The central office draws up a list
of product types, with product type specifications. These specifications may be tight, in that they
narrowly prescribe for the price collectors what products they are permitted to select, or they may be
loose, giving the price collector freedom to choose locally popular varieties.

The method with tight specifications may lead to less representative because the index will not include
products that do not meet specifications. Another disadvantage with the method is that it may lead to
more missing products in the outlets and thus reduce the effective sample. Its main advantage is
simplicity.

The method with loose specifications gives price collectors the chance to adjust the sample to local
conditions and will normally lead to greater representativity of the sample as a whole. However, here
there is the problem of subjectivity in the replacement of the goods.
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Many countries in the practice of the consumer price surveys are widely used methods of probability
sampling. For example, in the United States and Sweden are used to modify probability proportional
to size (pps) sampling. In France conducted a two-stage random sample, first of urban areas and then
of a particular item (variety) in an outlet. The Luxembourg CPI can be described as a stratified
purposive sample. In the United Kingdom and Finland are carried out experimental work on the
preparation of the sample.

3 Consumer price survey in Belarus

The survey of consumer prices in Belarus has been conducted since 1992. National Statistical
Committee, along with the rest of the CIS countries, have switched to a sample survey in the field of
price statistics in order to adequately reflect the level of inflation. The methodology for monitoring
consumer prices and CPI developed with the participation of experts from the International Monetary
Fund and other international organizations (OECD, IMF, Eurostat) and broadly in line with
international standards. The calculation of the CPI is based on two arrays of information: 1) the
monthly data recording prices on a predetermined set of representative goods, and 2) an annual sample
survey of households on the structure of consumption expenditure for the reference year.

Sample survey of consumer prices comprising the following steps: 1) selection of settlements, 2) the
selection of trade organizations (or outlets), 3) the selection of representative goods (services), 4) the
registration of prices (tariffs).

In the selection of settlements recorded their geographical representation and saturation of the
consumer market with goods and services. The country surveyed 31 cities, where more than 50% of
the population. The list of cities remained unchanged throughout the period of the survey. This fact
contributes to the comparability of information, but reduces its representativeness. Rural communities
are not involved in the observation due to the low supply of consumer goods, as well as by the lack of
sufficiently trained (price collectors).

The selection of trade organizations based on the sampling method of observation. The sample
population includes about 7000 organizations. For the selection of the basic statistical data used by
organizations reporting on the supply of goods to the population. Basic organizations must be
representative from different points of view: the forms of trade and forms of ownership, size, and
location. Updating the sample of basic organizations are produced annually, and the possible
replacement of the base organization in the event of liquidation or cessation of work for more than 6
months. Frequent replacement of basic organizations degrades the quality of the sample and reduces
the comparability of the results of observation.

The selection of goods (services) representatives. The consumption bundle for calculating the CPI, is a
representative sample of goods and services most frequently used by the public, and now includes
about 500 names. In Belarus, are not included in the bundle of goods were in use, buying on credit,
insurance services, but some countries allow for data items. Consumption bundle is generated using
non-probability sampling — the representative item method with loose specifications. Of great
importance are questions of renovation sampling due to changes in the structure of consumer demand,
the emergence of new variants of goods and innovative products.

To maintain the relevance of a selective set of products (services) -representatives, its gradual rotation
is carried out by excluding certain goods (services) -representatives and including new ones for the
following reasons:

- the product (service) is no longer representative, since its share in consumer spending of the
population is gradually decreasing;

- the sale of goods (services) in the consumer market is not carried out (for example, as a result of
technology changes or for other reasons);

New goods (services) are included in the consumption bundle in those cases when the share of
expenses for their acquisition is at least 0,01% of the total consumer spending of the population of the
republic.

At present, consumption bundle in Belarus is substantially expanded: are included insurance services,
in particular, vehicles, financial and legal services, health services and others.
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Registration prices and tariffs will be held from 10 to 30 the number of each month, and the need to
adhere to deadlines registration prices (tariffs) in order to withstand the interval between two logs in
one month.

Weighting for the CPI is based on a sample survey of households, as well as additional information
about the retail trade, production and import of certain goods. The weights are meant to reflect the
relative importance of the goods and services as measured by their shares in the total consumption of
households. The weight attached to each good or service determines the impact that its price change
will have on the overall index. The weights should be made publicly available in the interests of
transparency, and for the information of the users of the index.

A sample survey of households is formed on a territorial principle, households are selected
proportionally to their number in the general population. The general population for the sampling
procedure comprises the total number of households living in the Republic of Belarus (according to
the most recent population census) excluding institutional households (residing in residential care
facilities for the elderly, boarding schools, etc.) and students residing in student residence halls. While
extrapolating the survey results on the general population, statistical weighting is carried out by means
of assigning a statistical weight to every surveyed household. The statistical weight characterizes a
represented number of households.

Update the weights is recommended at least once every five years. In Belarus, as in most countries,
updating the weights are produced annually, from January 1, and used the structure of period (t-2),
that is the year preceding the previous year. Now for the price indices in 2021, weights in 2019. In
cases of the unstable economic situation and consumer behavior atypical of the population, the
author's opinion, should be used for a number of years, the average weight gain (eg, three years),
which enable smooth out sudden changes in the structure of consumer spending.

Concluding remarks

In order to improve sample survey of consumer prices in Belarus should:

- Combine probability and non-probability sampling methods, expanding the use of probability
sampling;

- To carry out geographical rotation of cities participating in the sample, if possible, include a large
rural settlements;

- To expand the list of goods and services included in the consumer set, in particular, the products sold
on credit, second-hand and others;

- To use the average weights to eliminate the influence of random factors.
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AHHOTanuA

PaCCMOTpeHI)I OCHOBHBIC  OTaIlkbl, OCOOEHHOCTH H HpOGJ’IeMLI MpOBEACHUA
BI)I60p0‘~IHLIX O6CJ'IeﬂOBaHPII7[ l'IOTpe6I/ITeJ'[LCKI/IX IHCH B O(l)HHHaHLHOfI CTaTUCTHUKC
Benapycpl. OTMC‘{aeTCH, YTO B INPAKTHUKE UCUHUCIICHUA I/IHLL B OCHOBHOM HNPUMEHSAIOTCH
TaKUE€ HEBEPOATHOCTHBIC METO/Ibl KaK METOA PCIPE3CHTATUBHLIX IMPOAYKTOB U MCTO/
OTCCUCHHU.

KiroueBble cjioBa: HHIEKC TOTPEOUTEIBCKHX IICH, BEIOOPKA, PEIPEe3eHTATHBHOCTH, TOBAP-
MIPECTaBUTEIh, HEBEPOSTHOCTHEIN 0TOOP.

1 Bseaeumue

Hdnst cocraBienuss mHuekca norpedurensckux ueH (MIIL) HanmoHanbHBIE OpraHbl CTaTHCTHKH
OCYILIECTBIISIIOT COOp AaHHBIX O IIEHaX C IOMOIIBI0 BEIOOPOYHOTo 06cinenoBanus. B nmpakTike MHOTHX
CTpaH 3Ty MpoLEAypy cileIyeT paccMaTpuUBaTh KaK COCTOSIIYIO U3 MHOXECTBA PAa3JIMUHBIX
00cIe10BaHuH, KaXK/10€ 13 KOTOPBIX OXBAaThIBAET PA3HBIE MOJICOBOKYITHOCTH MIPOLYKTOB, BKIFOYaEMbIX
B UHJIEKC.

I'eHepanbHasi COBOKYITHOCTh OOBIYHO paccMaTpHBaeTCs KaK TPEXMEPHBIM IMOKas3arenb. Bo-TepBbIx,
OHa HMEET H3MEpPEHHE B OTHOLIEHWM MPOAYKTOB; BO-BTOPBIX, H3MEPEHHUE B OTHOLICHHUU
reorpa)Mueckoro MECTOIOJIOKEHUSI M TOPTOBBIX TOYEK, B-TPETbUX, BPEMEHHOE H3MEpEHHE,
OXBaTBIBAIOIIEE BCE CyONEPHO/IBI TOTO EPHOIA, K KOTOPOMY OTHOCHUTCS MHJEKC.

IIpu npoBexenun oOcneAOBaHUN TOTPEOUTENHCKUX LEH MOTYT HCIIOJIB30BAaThCS  METOJBI
BEPOSITHOCTHOTO M HEBEPOSITHOCTHOrO oTOopa. OnHako TpaauiuoHHO pu coctasienun MIILL s
0TOOpa TOProBHIX TOYEK WJIM IPOIYKTOB HCHOJIB3YIOTCS B OCHOBHOM METOJBI HEBEPOSITHOCTHOTO
orbopa. [lns orbopa NpOAYKTOB OCOOEHHO IIMPOKO HPHUMEHSETCS METOA PEerpe3eHTaTHBHBIX
npoxykroB. s hopMupoBaHUS BBIOOPKHM TaKKe HCIIOJIB3YIOTCSI METOJbl OTCEUCHMSI W KBOTHOTO
orbopa. B HEKOTOPHIX Cilydasx 3TH ABAa METOAA NMPUMEHSIOTCS B COUETAaHHH; HAaIpPHMEpP, TOPTrOBbIC
TOYKH OTOMPAIOTCS C MCIOIB30BAaHUEM BEPOSTHOCTHBIX METOJIOB, @ IPOAYKTHI OTOMPAIOTCSI METOIOM
penpe3eHTaTUBHBIX IPOAYKTOB.

2 MeToabl HEBepPOSITHOCTHOIO 0TOOpa

B MexayHApOIHOM CTaHIapTe MO CTATHCTHKE IIEH MPHBOISTCS OCHOBHBIC PHYMHBI UCTIOIb30BAHUS
HEBEPOSTHOCTHOTO 0TOOpa:

1) OrcyTrcTBHE OCHOBBI BBIOOPKH. Takas CHUTyalmsi OOBIYHO HAOJIOJAeTCs B OTHONIEHWH OTOOpa
MPOJYKTOB, PEKEe — B OTHOIICHHH OTOOPa TOPTOBHIX TOYEK (B KAUECTBE OCHOBBI BHIOOPKH KOTOPBIX
OOBIYHO BBICTYNAIOT PETHCTPHI MPEANPUATHI HIIH CIIPABOYHUKH)

2) Cucremarnueckas OIMOKa B pe3yJbTaTe HEBEPOSTHOCTHOTO OTOOpa MPEHeOpEeXknMo Maia,
0COOEHHO 3TO KAcaeTCsl HHIEKCOB BHICOKOTO YPOBHSI arperdpOBaHMs, YTO MOATBEPKIAETCS B paboTax
Hanena (Dalén,1998b) u [le Xaana, Onnepayca u [llyra (De Haan, Opperdoes and Schut, 1999).
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3) HeoOxoaumocTh mojJep:kaHusi BHIOOPKM B TEUEHHE ONPEEJICHHOTO BPEMEHH, YTO CBS3aHO C
HCUE3HOBEHUEM psijia TOBAapOB M IPOOJEMOW 3aMEHBI, KOTOpas TakKe BJIEUET 3a CO0OH pHUCKH
CUCTEMAaTHYECKOH OLITHOKH.

4) BeposiTHOCTHast BBIOOpKa, COCTaBJEHHAs sl OA3MCHOTO MEpHOJA, HE SIBISETCS HaleKalen
BEPOSITHOCTHOH BBIOOPKOM JIJIsI TEKYILETO NMepHOa.

5) C60p DaHHBIX O IEeHAX JOJDKEH MIPOU3BOIUTHCS TaM, TJ€ €CTh PETUCTPATOPHI IIEH.

6) O6beM BeIOOpKH CIUIIKOM Masl. CTpaTH(UKAIMS HHOTAA IPOU3BOIUTCS HACTOIBKO ETaIBHO, UTO
13 KOHEYHOM CTPaThl MOXKET OBITh COCTABIICHA JIMIIb OYEHb HEOOIbIIAs BEIOOPKA, MMEIOMIAsl HU3KYIO
PETPE3EHTaTUBHOCTb.

B mnpakTtke oOciemoBaHMS TOTPEOMTENBCKUX LEH HCIOIB3YIOT CIEAYIONNE OCHOBHBIC BHJIBI
HEBEPOSATHOCTHOTO 0TOOpA:

1) Orbop MeTomoM OTce4YeHHs — KOrja N KpPYNHEHIIMX eXWHHI] BHIOOPKH OTOMparoTcs ¢
OTIPEETICHHOCTBIO, OCTaBJIsisl HYJIEBYIO BO3MOXKHOCTH BKJIIOYEHHUS! B BBIOOPKY Npoumx eauHul. B
JTAHHOM KOHTEKCTE «KPYIHOCTBY OIpeAeNsieTcs HEKOTOPhIM IOKa3aTelleM pa3Mepa, KOTOPBI TECHO
KoppenupyeT ¢ ueneBod mepemeHHOM. Ilog «oTcedueHnem» MOHMMAETCs MOTPAaHUYHOE 3HAa4YEHUE
MEXAY BKIIOYaeMBbIMH W HE BKJIIOYacMBIMU B BBHIOOPKY 3jieMeHTaMH. B BBIOOpKY oTOHMparoTcsi Bce
KPYIHBIE €IMHMIBI, a CPEAHHE W MEJKHE OTOMpAIOTCA MPONOPIHMOHAIBFHO 3HAYCHUIO 3aJlaHHOTO
napaMeTpa (Harpumep, CTOMMOCTHOTO 00beMa ITPOTyKIIHH)

2) KBoTHBIII 0TOOp — B HONyYCHHOH BBIOOPKE €IMHMIBI JOJDKHBI OBITH NPEACTAaBICHBI B TOW XKe
MIPOTIOPIIMH, YTO U B T€HEPAIbHOM COBOKYIMHOCTH, C TOUKH 3PEHHS PANa U3BECTHBIX XapaKTEPHCTHK,
TaKUX Kak IIOATPYNIA IPOXYKTOB, THUII TOPrOBOM TOYKM M MecTonojoxeHHe. OTpaHHYCHHEM
KBOTHOT'O 0TOOpa, KaKk M JAPYrHX HEBEPOSTHOCTHBIX METOMOB, SIBISETCS HEBO3ZMOXKHOCThH OMPENCITUTh
CTaHJAPTHYIO OIIHOKY OICHKH.

3) Meto penpe3eHTaTHBHBIX NPOAYKTOB — 3T0 TpaauiuoHHbI s UIIL] meroxa, mpu KoTopom
LlenTpanbHOe yupekJeHUE TOTOBHUT IEpEUeHb BHJOB MPOAYKTOB, COACPKALIMN HUX ClelHU(pUKALNY.
OtH cienuduKauyu MOTYT OBITH CTPOTHMH, UIIM CBOOOHBIMHU.

Mertoj cTporux crenuduKanui MOXeT IPUBOANUTD K CHU)KEHHIO PENPE3eHTaTUBHOCTH, IIOCKOJIBKY B
WHJIEKC He BOMIYT NPOJYKTHI, HE oTBevatonye crnenudukanuu. Eine o1nH HEI0CTaTOK — OTCYTCTBHE
HEKOTOPHIX TOBAapOB B TOPrOBBIX TOYKAX, YTO INPHBOAUT K COKpAIIEHWIO BBIOOpKH. OCHOBHOE
MIPEUMYIIECTBO METO/IA €0 IIPOCTOTA.

Merto/ cBOOOJHBIX crienU(pUKALNKI JaeT perucTpaTropam [eH BO3MOKHOCTb KOPPEKTUPOBAThH BEIOOPKY
B COOTBETCTBHH C MECTHBIMH YCJIIOBHSMH M OOBIYHO IMTPHBOJIUT K 00JIee BBICOKOHW PENPE3CHTaTHBHOCTH
BbIOOPKH. OIHAKO 3/1eCh PUCYTCTBYET NMPpOoOIeMa CyObeKTHBHOTO MOJX0/Ia IPY 3aMEHE TOBAPOB.
MHorue cTpaHsl B NpakTHKE OOCIEHOBAHHS IOTPEOUTENBCKUX IIEH HIMPOKO HCHONB3YIOT METOIBI
BeposiTHOCTHOTO oTOOpa. Tak, Hampumep, B CLLIA u llIBennu npumMensitores: Moandukanuu otoopa ¢
BEPOATHOCTHIO, MIPONOPIHOHANBHOI pa3zmepy (BIIP), Bo ®paHuuu npoBOANTCS CiIydaiiHBINH 0TOOp B
nBa odrtama, B JllokcemMOypre mpuMeHseTcsl CTpaTH(UIIMpOBaHHAs IeseBas BbIOOpKa, B
BenukoOpuranuu 1 @OUHISHINM TPOBOIATCS OSKCHEPHUMEHTANbHbIE PAa0OTHl MO COCTABICHHIO
BBIOOPKH.

3 Oo6caenoBanne norpeduTeabckux e B beinapycun

B 1992 rony cratuctudeckue ciyx6s bemapycu Hapsany ¢ octansHbME cTpaHamu CHIT mepenuin Ha
BBIOOpPOYHOE HAOJIOZIeHNEe B OO0JIACTH CTAaTHUCTHKHU LIEH C IENIbI0 aJ€KBATHOTO OTPAKECHUSI ypPOBHS
uHGIAIH. MeToA0I0THsT HaOMI0IeHUs 32 MOTPEeOUTEeNLCKUMU 1IeHaMu 1 pacdera UIIL] pazpaboTtana
IIPU  yYaCTHM OKCIEPTOB MEXIyHapOIHOTO BalOTHOrO (OHAA W JPYTUX MEKAYHApOIHBIX
opranmzaiuii (OOCP, MB®, EBpocTar) u B LIeJIOM COOTBETCTBYET MEXIyHApOIHBIM CTaHAAPTaM.
Pacuer WIIL[ Oasmpyercst Ha J1BYX HMH(MOPMALMOHHBIX MacCHBax: 1) HaHHBIX €XKEMECSYHOH
perucTpaIyy 1IeH 110 3apaHee ONpeJielIeHHOMY Habopy TOBapOB MPeCTAaBUTEINEH; 2) TOMOBBIX JTaHHBIX
BBIOOPOYHOTO 0O0CIEe/IOBaHMS JIOMAIIHUX XO3SMCTB O CTPYKTYpe IMOTPEOHUTENbCKHX pAacXoJ0oB 3a
0a3uCHBIN TOJI.

Bribopounoe HabmrofcHHE 32 MOTPEOUTENHLCKUMHU IIEHAMU BKIIIOYAET B ceOs clieAyromue dTanbl: 1)
0TOOp HACEIEHHBIX ITYHKTOB; 2) 0T0Op 0a30BBIX OpraHu3anuii; 3) oTo0p TOBapOB-TIpeICTaBUTENEH; 4)
peructpanus meH (Tapudos).
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Ilpu oméope Hacenennvix nymkmos Yy4UUTHIBae€TCS MX Treorpaduueckas INpeJCTaBUTEIBHOCTh |
HaCBIIIEHHOCTh MOTPEOUTEIHCKOTO PHIHKA TOBapaMH W yciyramu. B pecnyOmuke oGcienyercs 31
ropon, rae npoxkuBaeT cBbinie S0 % Hacenenus crpansl. [lepedeHs TOpPOIOB OCTAETCsI HEM3MEHHBIM B
TEYEHHE BCEro rnepuoaa obOcienoBaHus. JlaHHOE OOCTOSTEIBCTBO CIIOCOOCTBYET COIOCTABMMOCTH
nHopMaNnK, OJHAKO CHIDKAEeT €€ penpe3eHTaTUBHOCTb. CelIbCKHe HACeJCHHBIE ITyHKTHI He
Y4acTBYIOT B HaOJIFOACHHUH I10 NPUINHE HEBBICOKOH HACBHIIIEHHOCTH MOTPEONTEIBCKUMH TOBApaMH, a
TaKXe B CBSA3U C HEJOCTATKOM JI0CTATOYHO MOATOTOBIICHHBIX CIIEIHAINCTOB.

Ombop 6a306blx MOpP208bIX OpeaHus3ayuti OCHOBAaH Ha BBIOOPOYHOM MeETOAE HaOIIOIEHUS.
Brr6opounas coBoKymHOCTE BKI0UaeT okoso 7000 oprarmzaruii. s or6opa 6a30BBIX OpraHU3annit
UCTIONB3YIOTCS TaHHBIE CTAaTHCTHYECKOW OTYETHOCTH 00 00BeMax peann3aliy TOBApOB HACEICHUIO.
bazoBble OpraHm3amMu JOJDKHBI OBITh IPEACTABUTEIBHBIMH C PA3MYHBIX TOUYCK 3peHUS: (opM
TOProBiH M (OPM COOCTBEHHOCTH, pa3Mepa U MecTopacnoiioxeHus. OOHOBIEHNE BBIOOPKH 0a30BBIX
OpraHHU3alii IPON3BOIUTCS €KETOHO, IIPH ATOM BO3MO>KHBI 3aMEHbI 0a30BOI OpraHU3alMH B Cllydae
ee JIMKBUJAIIMK WM TpeKpamieHus paboTel Ha cpok Ooiee 6 mecsueB. Yacras 3ameHa 0a30BBIX
OpraHHM3alUi yXyALIaeT Ka4eCTBO BEIOOPKH U CHIKAET COMIOCTaBUMOCTh PE3YJIbTATOB HAOIIOJCHUSL.
Omobéop mosapos (yciye) npeocmaeumenei. IloTpeOuTenbckuii HabOp, HA OCHOBAaHHHM KOTOPOTO
paccunteiBaercst MIILl, mpencraBiser co0OH peNpe3eHTATUBHYIO BHIOOPKY TOBapoOB MW YCIYT,
Hambolee dacTo MOTPeONIIeMbIX HAceNeHHWEM, W B HacTosmee BpeMs BKiIouaeT oxomo 500
HanMeHOBaHUH. B benapycu B KOp3WHKY He BKIIIOUEHBI TOBAapHI OBIBIINE B YIIOTPEOJICHNH, TOKYIIKH B
KpPEIUT, YCIyTH CTPaxOBaHHs, OJHAKO HEKOTOPHIC CTPaHbl YYUTHIBAIOT JaHHbIC HAWMCHOBAHUSL.
IMotpebutenscknii Habop (hopMHpPYETCs ¢ HCHOJNB30BAHHEM HEBEPOATHOCTHOTO OTOOpa — MeToja
PENPE3eHTaTUBHBIX HPOJYKTOB C y4eTOM CBOOOIHBIX crenudukanuid. boiploioe 3HaueHHE HMEIOT
BOIPOCH OOHOBJICHHsI BBIOOPKH B CBSI3M C W3MEHEHHSMH B CTPYKTYpE MOTPEOUTEIHCKOTO CIpoca,
TOSIBJICHHEM HOBBIX MOJAWU(HKALUII TOBAPOB U MPHUHIMITHAIBHO HOBBIX TOBAPOB.

Pecucmpayus yen u mapugpoe nposomutcs B mnepuoa ¢ 10 mo 30 4KMCIO €XKEMECSYHO, MPH ITOM
HEOOXOJMMO COOJIOJIaTh YCTAHOBICHHBIE CPOKM perucTpanuu IeH (TapudoB) ¢ TeM, YTOOBI
BBIJICP)KUBATh HHTEPBAJ MEXKY IBYMsl pETUCTPALIUSIMU B OJIUH MECSLL.

@opmuposanue 6ecos Onsa pacuema HIIL] ocylmiecTBISICTCS HAa OCHOBE JaHHBIX BBIOOPOYHOTO
oOcnieoBaHMs JOMAIIHUX XO3MHCTB, a TakKe [ONOJHUTEIbHOW WH(POPMAIMU O pPO3HUIHOM
TOBapooOOpPOTE, MIPOU3BOICTBE M UMIIOPTE OTACIBHBIX TOBapoB. OOHOBIICHHE BECOB PEKOMEHIYETCs
MIPOM3BOJUTH HE peXe 4eM pa3 B IATh JeT. B bemapycu, kak u B OOJNBIIMHCTBE CTpaH, OOHOBJICHHE
BECOB IIPOM3BOJIUTCS €KETOHO, ¢ | SHBaps, MpUYeM HUCIIOIb3yeTcsl CTPYKTypa nepuoaa (t-2), To ecth
roja, MPeALIeCTBYIOMIETO NpeablayIneMy. B HacTosmee Bpems 11 pacuera HHIEKCOB 1eH B 2021 1.
ucnonb3yrorest Beca 2019 r., ogHako Ha B3IJISI aBTOpA, B YCIOBHUSX HECTAOMJIBHOW DKOHOMHYECKOM
CUTYyallMH CJIeJlyeT HCIIOJIb30BaTh YCPEIHEHHBbIE 3a DsJ JIeT Beca (Hampumep, 3a TPU roja), uTo
MO3BOJIUTD CIIIQJANTh PE3KHE U3MEHEHHS B CTPYKTYPE MOTPEOUTENECKUX PACXO/I0B.

3akJIloueHue

C 1nenpi0 COBEPIIEHCTBOBAHMS BBIOOPOYHOTO HAONIONEHHUS 3a TOTPEOUTENBCKUMH I[€HAMH B
Bbenapycu cnenyer:

- coyeraTb METOJbl BEPOATHOCTHOIO M HEBEPOSTHOCTHOIO O0TOOpa, pacumpsis HPUMEHEHHE
BEPOATHOCTHBIX BBIOOPOK;

- MPOBOJMTH TeorpaHuUIecKyrd pOTAIMI0 TOPOJIOB, YYAaCTBYIOIIMX B BHIOOPKE, MO BO3MOXKHOCTU
BKITIOYATh KPYIHBIE CEIbCKUE HACEICHHBIE ITYHKTHI;

- pacHIMpUTH IIEepeueHb TOBApOB U YCIYT, BKIIOYAEMBIX B MOTPEONTENbCKUX HAaOOp, B YAaCTHOCTH,
TOBApOB, IIPOJIaBAEMBIX B KPEJHT, OBIBIINX B yIOTpeOICHUH, (PMHAHCOBBIX, 0AHKOBCKUX YCIIYT, YCIYT
CTpaxoBaHUA U psAa APYTUX;

- Iipy (POPMUPOBAHUH BECOB HCIIOIB30BaTh CPEJHNE Beca 3a PsiJ JIET C LENbI0 NCKIIIOUYEHHS BIUSHUS
CIly4alHBIX (PaKTOPOB.

CnucoK HCNO0JIb30BAHHBIX HCTOYHHKOB

Consumer price index manual: Theory and practice (2007). Washington: International Monetary Fund.

83



Dalén, (1998). Studies on the Comparability of Consumer Price Indices, in International Statistical Review, Vol.
66, No. 1, pp. 83-113.

De Haan, E. Opperdoes, & C. Schut. (1997). Item Sampling in the Consumer Price Index: A Case Study using
Scanner Data, Research Report (Voorburg: Statistics Netherlands).

WHCTpYyKIMS 1O OpPraHU3alliK ¥ IPOBEACHUIO BHIOOPOYHOIO IOCYAAPCTBEHHOIO CTATHCTHYECKOTO HAOMIONCHUS
32 LeHaMH M TapudamMum Ha HOTPEOUTENbCKME TOBAapbl M IUIATHBIC YCIYTH, OKa3bIBa€Mble HACENCHHIO //
[locranoBnenne HarmmonanmpHOTO cratuctudeckoro komurera PecryOnuku bemapycs Ne 114 ot 15.11.2019 ¢
N3MEHEHUSMH 1 IonoHeHns MU oT 16.10.2020 Ne 106.



Summer School on Survey Statistics
Virtual Sessions, September 2021

SAMPLE SURVEYS IN THE ASSESSMENT OF
THE MAIN DETERMINANTS OF THE DECLINE IN
THE BIRTH RATE IN THE REPUBLIC OF BELARUS

Eugenia Sharilova

Belarus State Economic University, Belarus
e-mail: sharilovaee@mail.ru

Abstract

In recent decades, the demographic development of the Republic of Belarus is considered
exclusively as a crisis process, one of the components of which is an intensive decline in the birth rate.
Thus, in 1990-2019, the total fertility rate decreased by 27.8% and throughout the entire time period
did not even reach the level of simple replacement of generations.

It is proposed to consider the problem of reducing the birth rate in the Republic of Belarus from
the position of determining the reasons for the deviation of the actual birth rate from its specific norm.
The age-related birth rates of the Hutterite sect are used as a standard of natural fertility in
demographic practice . Based on the calculations, it should be concluded that the degree of use of the
childbearing potential by women in Belarus in 2000 was 10.1%, and in 2019 — 11.4%.

To assess the direct factors of the identified negative trend, we use the data of sample surveys
conducted in the Republic of Belarus. We will consider the reproductive attitudes of women in
Belarus on the basis of a special survey of the reproductive health of the population conducted by
Larchenko A.V. (603 women aged 15-49 years were examined in Minsk) (Larchenko, A.V. (2014)). It
should be concluded that the modal value of the desired number of children in real conditions is 1
child, and in ideal conditions - 2 children. Most women are focused on a one-child family, moreover,
every fifth of the respondents do not want to have children in the current conditions.

The implementation of reproductive attitudes is carried out through means of intra-family birth
control, the most dangerous of which are artificial abortions. It should be noted that in the Republic of
Belarus, in 2000-2019, the number of abortions per 1000 women aged 15-49 years decreased by 79%
and amounted to 9.7% in 2019.

The use of contraceptives by women of the Republic of Belarus will be considered on the basis
of the results of a Multi-indicator cluster survey to assess the situation of children and women
conducted in 2012 and 2019. (MICS (2012. 2019)). More than 50% of women of reproductive age use
contraceptives to regulate the number of children in the family and the time of their birth.

The results of sample surveys conducted in the Republic of Belarus serve as a justification for
the low birth rate in the Republic of Belarus, reflecting the extremely low reproductive attitudes of the
population in combination with the active use of contraceptives. The desire of modern women to get a
high-quality education, a well-paid job, and lead an active lifestyle is in contradiction with the
national demographic interests of the Republic of Belarus in the field of fertility.

Keywords: sample surveys, the determinants of the decline in the birth rate.
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BbIBOPOYHBIE OBCJIEJJOBAHUSA B ONEHKE OCHOBHBIX
JAETEPMUHAHTOB CHUXKXEHUSA POXKIAEMOCTH B
PECITYBJIUKE BEJIAPYCbH

EBrenus lapunosa

benopycckuii rocynapcTBeHHBII IKOHOMHYECKHIT yHHBepcuTeT, Pecyoiika benapych

e-mail: sharilovaee@mail.ru
AHHOTAHA

B crathe Ha OCHOBE pe3yJabTaTOB BBIOOPOUYHBIX OOCIIEMOBaHWI HaceleHus: PecmyOnuku
Benapychk paccMarpuBaroTcs MpsiMbIe (DaKTOPBI, OIPEACISIIOIINES OTKIOHCHHE (PAKTHYSCKOTO YPOBHS
POKJIAEMOCTH OT €CTECTBEHHOI'O YpOBHS. B KauecTBe TaKOBBIX BBICTYIAIOT BHYTPUCEMEWHBIE MEPbI
OTpaHUYCHUA POXIAEMOCTH, a HNMCHHO: HMCKYCCTBCHHBIC a60pT1)1 N  HUCIIOJB30BaHUE MEP
KOHTpALEMLHUH.

KaroueBrblie ciioBa: BBI60pO‘IHI)IC 06CJ'IC,HOB3HI/I$I, JACTECPMUHAHTBI CHUIKCHUSA POKIACMOCTH.

B nmocnemHme pmecsatmietHs —aeMmorpaduyeckoe  pasputue PecrmyOnmkm - Bemapych
paccMmaTpuBaeTcsi UCKIIOUMTENBbHO KaK KPHU3UCHBIM Mpolecc, OJHOM W3 COCTaBIISIOLIUX KOTOPOTO
BBICTYITACT WHTCHCHBHOE CHIDKCHHE POXIAeMOCTH. ['padmyeckoe MOATBEp:KACHUE AaHHOTO (pakra
MPEACTaBIeHO HA pUCYHKE 1.

24 ~

YpoBeHb NPOCTOro 3amMeneHus1 MOKOJIeHuil
29 2,15

5 |1.013

1.6 -

1.4 -

1.2 - 1.382

Pucynok 1 — CymmapHsIil kKodddunreHT poxnaeMocT HaceneHus Pecnyommku bemapycs 3a
1990-2019 rr.
ITpumedanne — Mcrounnk: coOCTBeHHAs pa3paboTka Ha OCHOBE MaHHBIX bencrara.

Tak, 3a 1990-2019 rr. cymmapusiii koaddunmeHT poxgaemoct cHu3miIcs Ha 27,8% u Ha
IPOTSHKEHUM BCErO0 BPEMEHHOIO IIEpUOJA HE JOCTUTAl JaXXe YPOBHA IIPOCTOrO 3aMELCHUS
IIOKOJICHUH.

Crnenyer OTMETHTh, YTO YPOBEHb POXKIAEMOCTH OJHOBPEMEHHO IETEPMHHHUPYIOT (DaKTOPEI
MIPUPOJTHOH, NeMOrpaduuecKo W COLMAJIbHOW Cpelpbl, JeHCTBYIOIIME OJHOBPEMEHHO, C pa3HOU
MHTCHCUBHOCTBIO U HAIPABJICHHOCTHIO. ,Z[OCTE[TO‘{HO CJIO’KHO BBIJACIUTH Hau0oJiee 3HAYMMbIE U3 HHUX.
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[Ipennaraercst paccMOTpeTh NPoOJIeMy CHIXKEHHsI pokaaeMocTd B Pecriyonuke benapych ¢ nmo3unuu
OIIpeeICHUs TPUYHH OTKJIOHEHHUS (PAKTUUECKOH POXKIAEMOCTH OT €€ BUJOBOW HOPMBI.

3/10pPOBBI YETIOBEK PENPOAYKTHBHOIO BO3pPAcTa CIIOCOOCH K BOCIIPOM3BEJICHUIO IIOTOMCTBA.
BOJIBIIMHCTBO CTaTUCTUUECKMX MOKa3aTeled, XapaKTepH3YIOIIUX HHTEHCHBHOCTH POXIAEMOCTH,
PacCUUTHIBAIOTCS OTHOCHTEIBHO JKEHCKHX PEMpOIYKTHBHBIX KOHTHHreHTOB (15-49 ner). He Oyaem
OTCTYyIIaTh OT 3TOW TPAaIWLMHM W BHABAThCA B IIOJEMHKY OTHOCHTEJIBHO 3HAYUMOCTH HCUHCIICHUS
AQHAJIOTMYHBIX BEJIMYMH I MYXKCKOro HacelneHHs. Torma mepedpasupyeM IepBOe NPEAIOKCHHE.
Kaxmast 3m0poBasi JKCHIMHA PENPOIYKTHBHOIO BO3pAcTa CIIOCOOHA K BOCHPOU3BOJACTBY, TO €CTh
peanu3anyy BHIOBOH IUIOZOBHTOCTH, KOTOpas IO OLEHKAaM YYCHBIX cocTaBisieT mopsigka 10-12
KUBOPOXKICHUH 3a BCIO JKM3Hb. Pealn3oBaHHAas BHAOBas IUIOZOBHTOCTh HPEACTABISIET COOOH
€CTECTBEHHYIO POXKIAeMOCTh, TO €CTh POXKAAEMOCTb, HE OrPaHMYMBACMYIO NMPOTHBO3a4aTOYHBIMHU
MepaMH M HCKYCCTBEHHBIMH abopTamMu. Takum o00pa3oM, THUIOTETHYECKH BO3MOXHBIH YPOBEHB
€CTECTBEHHOW POXIAEMOCTH «IPEJIOMIIIETCS» 4Yepe3 CpeACTBa BHYTPUCEMEHHOIO OTpaHHYCHUS
POXIIaEMOCTH, ONpeJIeIsieMble PENPOAYKTHBHBIMHE yCTAHOBKaMH MApTHEPOB, U TPaHCHOPMHUPYETCS B
(haKTHYECKHUI yPOBEHb POKAAEMOCTHU (CM. PUCYHOK 2).

Ecrecreennasn
POEIAEMOCTE

daxTHUeCKad
POEIAEMOCTE

|
|
|
|
|

——

Hcnonezoranne cpencte
KOHTPAEIITHE H
HCKVCCTEEHHEIE 200PTEL

I

PEITPOJVYKTHMBHEIE VCTAHOBKH

Pucynok 2 — Tpancdopmaius ecTeCTBEHHON pOKJaeMOCTH B (PaKTHIECKYIO
[Mpumeuanune — Vicrounuk: cobcTBeHHas pa3paboTKa.

Cnenyer OTMETHTb, YTO HM3MEpPEHHE YPOBHS €CTECTBEHHOM POXKIAEMOCTH MpPEACTaBISAET
HHTEpPEC C TO3UIMH €ro CPaBHUTENBHOIO aHalmu3a ¢ (AaKTHYECKHMM YpPOBHEM pOXKAAEMOCTH U
ONPEJEIICHUS CTEIIEHU UCIIO0NIb30BaHMsl IOTEHIIMAILHO BO3MOKHOTO YPOBHS BUJIOBOM POKIAEMOCTH, &
TaKXKe MacIITaboB pAacHpOCTPAHEHUS METOJI0OB HaMEPEHHOTO BHYTPHUCEMEHHOTO OTpPaHWYECHUS
poxnaeMocTH. B kauecTBe 3TalloHa €CTECTBEHHOW POXKIAEMOCTH B JeMOrpadMyecKoil MpakTHKe
VICTIONB3YIOTCS. BO3PACTHBIE KOY(DMUIMEHTHI POXKIAEMOCTH CEKTHI TyTTeputoB.. Ha ocHOBaHMH
JAHHBIX O BO3PACTHOH MHTEHCHBHOCTH POXKIAEMOCTH XCHIIMH CEKTHI TYTTEPHTOB M OEIOPYCCKHUX
KEHIIMH TIOCTPOCH PUCYHOK 3, KOTOpBIH HaMIAHO OTPaXaeT 3HAYMMBbIE pa3JIMuUsi B YPOBHSX
paccMaTpUBaeMbIX MOKa3aTeNen.

1 o
3akpeITas CeKTa, B KOTOPOIl 3alIpemieHbl BCe METOAbI OrPaHUYEHUS POXKIAEMOCTH.
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Pucynox 3 — Bo3pacTHbie KO3(QQHUIMEHTH POKIAEMOCTH KEHIIUH CEKThI TYTTEPUTOB U OEIOPYCCKUX
skeHmuH 3a 2000 u 2019 rox, %o
[Ipumeuanune — VicTrouHuk: coOcTBeHHas pa3paboTka Ha OCHOBE AaHHbBIX bencrara.

Kpome Toro, Obl1a ncuucieHa CTENeHb NCIOJIB30BAHMS AETOPOAHOTO MOTEHINANA KEHIINH
Bbenapycn, xotopas B 2000 r. cocraBmsana 10,1%, a B 2019 r. — 11,4% (npu ycnoBum codeTaHUs
MOBO3PAaCTHONH WHTEHCHBHOCTH pOXKAA€MOCTH CEKThl TYTTEPUTOB M BO3PAaCTHOH CTPYKTYPHI
OenopyccKkux keHIuH 15-49 et crnenmanpHbli kK03 dument poxmaemocta B 2019 1. coctaBmi ObI
351%o, pu hakTHueckom ypoBHe 40%o). Takum obOpazom, B PecmyOnuke bemapyce Habmomaercs
KOJIOCCAJIbHOE HEIOUCIIONB30BaHNE MIOTEHIIMAIA €CTECTBEHHON POXKIAEMOCTH.

Jlnst oueHKH npsMBIX (DAaKTOPOB BBISIBJICHHOW HETaTHBHOM TEHACHIMH UCIIOJb3YeM JaHHBIC
BBIOOPOUHBIX 00CieJ0BaHNH, TPOBOANMBIX B PecniyOmnuke benapycs. B cooTBeTcTBUE ¢ pUCYHKOM 2 B
Ka4yecTBe OTIIPABHOW TOYKH CIIEAYET ONPENENUTh OLEHKY PENpOJIyKTHBHBIX YCTAaHOBOK HACEJICHUS,
KOTOpBIE BBICTYNAIOT IEPBONPUYMHON MCIOJIB30BAHUSI CPEJCTB BHYTPHUCEMEHHOIO OrpaHHWYeHHs
poxnaeMocTH. PaccMOTpUM penpoJyKTHBHbIE YCTAaHOBKM >KEHIIMH bellapycu, HCUUCICHHblE Ha
OCHOBE CIICIIHAIIFHOTO OOCIJIEIOBAaHUSI PENPOJLYKTUBHOTO 3[0POBBSI HACEJIEHMs, IPOBEICHHOTO
Jlapuenko A.B. (o6cnenoBano 603 sxeHuuHbl B Bo3pacte 15-49 niet B r. Muncke) (cM. puCyHOK 4).
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Pucynok 4 — PacnipesiesicHre OMPOIICHHBIX KEHIIUH T. MUHCKA TI0 JKEIaeMOMY YHCITY
JIETCH: a - TIPU CIOXKHUBIIUXCS HAa JJAHHBIAH MOMEHT (DUHAHCOBBIX W YKUJIHMIIHBIX YCIOBHUAX; O - MpH
U7CaTbHBIX KIIHITHBIX U (MHAHCOBBIX YCIOBUIX
[Mpumeuanue — Ucrounuk: [Jlapuenko, c. 30].

Ha ocHoBe maHHBIX pucyHKa 4 ciefyeT 3aKiI04nTh, YTO MOAATBHOE 3HAUYCHHE KEITAeMOTO
YHCIIa IeTEH B PEaIbHO CIOKUBIIMXCS YCIOBHUSIX COCTaBIseT | peOCHOK, a B HACANBHBIX YCIOBHAX - 2
pebenka. [lo HamieMy MHEHHIO, B pacdeT CJIEAYeT INPHHUMATH PE3YIbTaThl ONPOCa B pPEalbHBIX
YCIOBUSIX. BONBIIMHCTBO JKEHIIMH OPUEHTHPOBAHBI Ha OJHOJETHYIO CEMbIO, Ooyiee TOTO, KaxIas
IITasl U3 ONPOIICHHBIX HE KETAIOT UMETh JIETEH B CIIOKHMBIIMXCSA YCIOBHAX. [Jis pemeHns kpusuca
HU3KOH POXKIAEMOCTH HEOOXOUMO, YTOOBI a0COIOTHOE OOJBIIMHCTBO OEIOPYCCKUX CeMEei ObLIO 3-
4-nernpivu.  CrienoBaTenbHO,  JaHHBIE — OOCJIEAOBaHUS  IOKa3bIBAIOT, 4YTO  (haKTHYECKHUE
PENpOAYKTUBHBIE YCTAHOBKH HACEIEHHS AAIEKU OT JeMOrpadMuecKUX HHTEPECOB CTPAHBbIL.

Peanu3zanuss ~ penpoxyKTHBHBIX ~ YCTaHOBOK  OCYLIECTBISETCS  4Yepe3  CpeAcTBa
BHYTPUCEMEHHOIO OTpaHUYECHUS] POXKIAEMOCTH, HaubojJee ONacHbIM M3 KOTOPBIX SIBIISIOTCS
HCKyccTBeHHBIE abopThl. CiieqyeT OTMEeTHTh, uTo B Pecmybnuke Bemapyck, 3a 2000-2019 rr. gucno
aboptoB Ha 1000 >xernmH B Bo3pacte 15-49 ner causminocs Ha 79% u coctaBuiio B 2019 1. 9,7%o.

Hcnonp3oBaHue CpencTB KOHTPALENIUH XEeHIMHaMU PecnyOnmukn benmapyce paccmotpum
Ha OCHOBE pe3yNbTaToB MHOTOMHIMKATOPHOTO KIACTEPHOTO OOCIIEIOBAHMS JUIS OLEHKH TTOJIOXKCHUS
JeTelt u KeHIH, mpoBoauMoro B 2012 r. u 2019 r. (cM. pUCYHOK 5).

2012 36.9

2019 47.4 2

0% 20% 40% 60% 80% 100%

Boo0r1iie He UCTIONB3YIOT KOHTPAICTIIUI0
B TpauIOHHBIE METOIBI KOHTPAIICTIIIHHI
B CoBpeMeHHBIE METO IbI KOHTPAIICTIIIUU
B Her otBeTa

Pucynok 5 — MeTo/ibl KOHTpALEIIMHU, UCTIOJIb3yEeMbIE 3aMYKHUMH/ COCTOSIIIUMH B
HE3aperHuCTPUPOBAHHBIX OTHOIICHHUSX JKEHIIMHAMH B Bo3pacTe 15-49 net B PecyOmuke benmapyce B
2012r. 12019 .

[pumeyanne — Microunnk: coOCTBeHHas pa3padoTKa Ha OCHOBE JaHHBIX [ MHOTOMHAMKATOPHOE
kiactepHoe obcnenosanue 2012, c. 91; MHoromnaukaropaoe kiactepHoe oocnenosanue 2019, c. 72].

JlaHHBIC pHCYHKa 5 IMOKa3bIBalOT, 4TO Oonee 50% KEHIIMH pPENMpOAYKTHBHOTO BO3pacTta
HCTIONB3YIOT CPENICTBA KOHTPAIEHIUN JIJIsl PEryJIUpOBaHUS UYHCIA JIETEH B CEMbE W BPEMEHH WX
poxkaeHus. JIocTaTouHO HEOXHUJAAHHBIM SIBIsSieTCs (DakT moBbImeHuss Ha 10,5 MpOIEHTHOrO MyHKTa
YAETHHOTO Beca JKEHIINH, He MCIONB3YIOINX JaHHBIE CPEACTBA.
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Takum o00pa3oMm, pe3yiabTaThl IPOBOAMMBIX B PecnyOnuke benapycs BBIOOPOYHBIX
o0cleoBaHMii BBICTYIIAlOT 0OOCHOBaHHEM HU3KOH pokpaemoctu B PecnyOnuke benapyck, oTpakas
KpailHe HU3KHE PEeNpOSyKTUBHBIE YCTAHOBKU HACEIEHUS B COUETAHUU C aKTHBHBIM HCIOJIB30BAHUEM
cpeacTB KoHTpaueniuu. JKenaHne COBPEMEHHBIX JKEHIIMH IOJYYUTh KadyeCTBEHHOE 0oOpazoBaHUE,
BBICOKOOIUIAYMBAEMYyI0 pPabOTy, BECTH aKTUBHBI 00pa3 JKM3HM BXOAMT B IIPOTHBOpEYHE C
HaIMOHAJIBHBIMHU AeMorpadudeckumu naTepecamu Pecrryonuku benapycs B chepe poxknaemoctu.

Cnucox HCIIO0Jb3YEMbIX HCTOYHUKOB

Jlapuenko A.B. CrermanpHoe o0Cie0BaHHE PENPOIYKTHBHOTO 3[0POBbSI HACETCHHS: aHAIM3 M PE3yJbTAThI
/A.B. Jlapuenko // Bonpoce cmamucmuxu. — 2014, Ne8. — C. 28-33.

MHoronHIMKaTOpHOE KiacTepHoe obcmenoBanne 2012: Urtoroseid ordercrar / Harm. crar. xomwuter Pecr.
Benapycs, OOH (JOHUCE®). — Munck, 2013. - 330 c.

MHorouHuKaTopHOe KiacrepHoe obcienoBanue 2019: Otyer o pesyapratax o6cnemoBanus/ Ham. crar.
xomureT Pecn. benapycs, OOH (FOHUCE®). — Munck, 2021. — 427 c.
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OF STATISTICAL OBSERVATIONS
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Abstract

The article discusses the issues of statistical analysis using logistic models of ordered multiple
choice, which are based on the results of statistical observations, assuming the presence of a
categorical dependent variable. It is advisable to use this group of models when the discrete dependent
variable takes several alternative values. For example, an assessment of the level of student progress
(excellent, good, satisfactory, unsatisfactory), an assessment of living conditions, an assessment of
health, etc. To estimate the parameters of such models, algorithms based on elements of the theory of
probability are used. The purpose of building a multiple choice model is to determine which factors
and to what extent affect the probability of an event occurring, the probability of choosing one or
another alternative. The article describes in sufficient detail the algorithms for calculating the logit
models of binary and multiple choice, and then, using the example of a specific problem of statistical
analysis of the results of self-assessment of the health of household members, the solution of such a
model using the SPSS package is demonstrated.

Assessment of population health includes an objective assessment of the health status of the
population according to official statistics on the prevalence of diseases among the population and an
aggregate subjective assessment of the individual health status based on the results of sociological
research. It is important to know to what extent the objective assessment of the health of the
population and the subjective awareness of the health status of the subjects are in agreement. Since the
primary files of a sample survey of households are confidential, to construct a multiple choice model,
the author used conditional data, which in their characteristics are close to real values. During the
sample observation, such variables as place of residence, gender, age, health assessment, sports,
smoking, income were registered. For the construction, the variable health (good, fair, poor) was used
as a dependent variable, gender and education were used as categorical variables; the covariates were
age and income. After the model was built and its recognizing power (the correctness of predicting the
dependent variable) was evaluated, the specification of this model was saved in a special file for its
subsequent reconstruction.

Keywords: logit model, binary choice, multiple choice, logarithm of chance, maximum
likelihood method, self-reported health.
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Abstract

Statistics Lithuania, like other National Statistics Institutes, is constantly moving towards a wider
usage of administrative sources. Administrative sources help to spare the costs as well as to improve
the quality of the results. In Statistics Lithuania 43 percent of the published results are based on
administrative sources.

Administrative sources were also widely used for Population Census 2011, but only as auxiliary
information. In 2021 Population Census will be for the first time completely register-based, all the
micro data will be obtained by linking number of administrative sources, no fieldwork will be carried
out.

Keywords: census, register-based, administrative sources.
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Abstract

Missing data appears in almost all survey research. There are two types of nonresponse
in surveys: unit nonresponse and item nonresponse. Unit nonresponse is the failure to
obtain any information from a sample unit. Item nonresponse refers to the failure to
obtain information for one or more questions in a survey, given that the other questions
are completed. (de Leeuw et al. 2008; Laaksonen 2018.)

In surveys data collection can be carried out using several methods. When the data
collection is implemented using more than one mode, then it is a multi-mode or mixed-
mode survey. A good mixed-mode strategy could lead to higher response rates and lower
nonresponse bias (Laaksonen and Heiskanen 2014).

Our survey includes three different modes of data collection: face-to-face (n = 995), web
survey (n = 2400), and online survey panel (n = 681). The survey is part of the Tackling
the Biases and Bubbles in Participation (BIBU, https://bibu.ti/en/} project number
312710) project funded by the Academy of Finland’s Strategic Research Council. The
survey data is supplemented with register data taken from the administrative registers of
Statistics Finland for respondent that gave their permission to combine survey and register
data. We will treat permissions as response indicators. This provides us an opportunity
to assess the effect of data collection mode on nonresponse and also other characteristics
of the respondents. For the future studies, it may be beneficial to know in advance, who
are willing to give permission to combine different data sources.

Keywords: Survey mode, mixed-mode, nonresponse, register data.
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Abstract

It is believed that nowadays research papers in social sciences are not paying enough
attention to the critical issues of questionnaire design. But even using highly reputed
cross-national longitudinal surveys does not protect against construct and validity
problems. The present paper demonstrates the importance of conceptualization and
operationalization by looking at the implementation of the Morally Debatable Behaviors
Scale (MDBS) in the European Values Study (EVS). It considers the history of the
survey and scale, the current approaches to the MDBS usage, and the following
problems with interpretation of the results. The paper concludes with some suggestions
for survey methodologists.

Keywords: Conceptualization, Operationalization, Morally Debatable Behaviors Scale,
European Values Study, Reliability and Validity.

1 Introduction

Researchers strive to reach the maximum reliability and validity for their object of study.
Without proper conceptualization of a phenomenon, attempts at operationalizing, testing, and
predicting it can be meaningless (Babbie 2020). While new measurement tools are constantly being
developed in the social and psychological sciences, sometimes the statistical analysis of the indicators
and the obtained results seems to be discussed in more detail rather than the embedded in the scale
meaning itself. Yet occasionally even longstanding and highly reputed surveys hide problems with
constructs and scales back from their early days.

The European Values Study (EVS) was launched in 1981, with successive cross-national
longitudinal waves every nine years. Despite its current scientific reputation, the first wave was
designed not only by academicians but also by politicians, business executives, and priests (Kropp
2017). Many items were collected from various sources, resulting in little homogeneity in measures
and formulations throughout the first questionnaire (Schwarz 1997; Kropp 2017). While some
questions were replaced in the following waves, some remained untouched, such as the Morally
Debatable Behaviors Scale (MDBS).

This scale is a fitting example of why a solid theoretical and methodological foundation is
crucial for any survey. The MDBS tries to measure moral values by asking justifications of different
actions and events, from claiming social benefits to euthanasia (Harding & Phillips 1986). However,
there is no statement on why these exact phenomena were selected and why they are a priori defined
as moral issues. And as morality is a latent construct that cannot be easily observed nor measured, the
precise definitions of the concepts’ meanings under study are essential.
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2 Results

2.1 The implementation of MDBS in the EVS

The EVS began to document the survey more thoroughly only from the third wave, facing
increasing demands for quality control (Halman 2001). Hence, there is very little documentation about
any aspects of the pre-fieldwork: no nominal definitions, literature reviews, or any other hints of the
underlying theoretical framework — although it is implied, judging by the detected
dimensions (Harding & Phillips 1986).

According to several researchers (e.g., Vauclair & Fischer 2011), the MDBS had been
redeveloped and adjusted to fit in the EVS from the early Crissman’s scale on moral judgments
(1942). But even though these scales have a similar idea, Steven Harding and David Phillips (1986) do
not cite any of Paul Crissman’s studies. Moreover, even if they used this scale to develop the
instrument for the EVS, Crissman himself tells the readers that some methodological steps are
skipped: “No special justification can be given for the employment of this particular
scale” (1942, p. 29).

Furthermore, while Crissman used concrete scenarios (e.g., “Taking one’s own life (assuming no
near relatives or dependents)”), the methodologists of the EVS formulated the questions with vague
and ambiguous indicators, often using only one word (e.g., “suicide”). It can cause differences in
interpretations not only among the EV'S respondents but also in further research.

2.2 Current usage and interpretation of the MDBS

Since 1981, the EVS version of the MDBS has been constantly used to measure people’s moral
judgments about what people should do or expected to do in a specific culture. So far, its items have
been interpreted as, for instance, values (Braithwaite & Scott 1991), moral values (Halpern 2001),
moral beliefs (Halman 1996), moral attitudes (Vauclair & Fischer 2011), or social attitudes (Schwartz
2006). The understanding of fundamental dimensions also differs — there are theories about one, two,
and three dimensions (Harding & Phillips 1986; Halman 1996).

With such a spread, one will inevitably ponder what this scale should measure, according to the
original plan. Could it be a sign of a specification error? Given the lack of proper thought and
documentation, it would not be surprising if the construct implied in the survey question differs from
the intended construct that should be measured (de Leeuw et al., 2008). The relationship between
values, attitudes, justifications and behaviors is complicated, and that is why it is important to specify
at the very beginning what exactly is being studied.

Unfortunately, this methodological confusion could be one of the causes why the EVS data on
the MDBS is full of abnormalities. Most of the indicator distributions are highly skewed, making the
range from 1 to 10 almost dichotomous. Also, respondents refused to answer many of the questions,
which led to a large percentage of missing values (up to 23% in specific countries). Moreover,
information on the measurement validity of this scale, especially cross-national, is incomplete, differs
from paper to paper, and is not well-reported (Vauclair & Fischer 2011).

3 Conclusions

The European Values Study has similar problems with other scales, like, for example, the block
of questions on religion. Some of the questions there are not formulated in the best way, but they
cannot be easily rephrased or replaced for the sake of comparative strength (Kropp 2017).
Unfortunately, this makes the usage of something like the Morally Debatable Behavior Scale
complicated, albeit possible. That is why it is essential to build a solid methodological foundation
from the starting point — discuss possible concepts and questions, test different measures and scales,
and provide the interchangeability of indicators for better concept coverage.

And it is also crucial to document every step and decision so that other scientists can use the
obtained data in the future or replicate a similar study. A suitable example of such practices is another

96



famous cross-national longitudinal survey, European Social Survey (ESS), which invited experts to
write recommendations for possible themes, and their conceptualization and operationalization (Kropp
2017). Following these suggestions and proposals, the questionnaire has been constantly changed until
it reached a state that satisfies the quality criteria (European Social Survey 2001).
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Abstract

Survey sampling theoretical base knowledge determines the rules for organizing
survey, drawing up sample, processing data. Theory face with non-response, various
restrictions and issues during methodological implementation in the real world,
justifying a growing of interest in the possibility of adapting the survey design. The
flexible organization of the survey during data collection, using additional information
and reacting to the achievement of the stated objectives, is called adaptive design. This
work looks at designing of data collection strategy for a short-term survey using R-
indicators as representativeness measures. R-indicators show the degree of difference
between responding and non-responding sample groups, identify bias risk. Adjustments
into data collection can be incorporated based on the analyses of the R-indicators.

Keywords: Nonresponse, bias, R-indicator, adaptive design

1 Introduction

National Statistical Institute (NSI) usually tends to achieve sufficient number of respondents or
predefined response level at the end of data collection as it used to be the most important indicator of
data collection quality. It is expected to achieve better data quality with higher response level, despite
some studies has shown [2] high level of response does not always indicate a high quality of the data
collected or measuring of impact of nonresponse of a survey.

The analysis of non-response includes portrait creating of the responding and non-responding units,
identifying differences and thus potential bias in the data. Respondents form groups with a low level
of response rate are additionally addressed after identification, or, using response correction or
calibration methods, reduce their impact in post-processing. The essence of the R-indicator is to turn a
qualitative analysis into quantitative indicator. This quality measure shows the level of difference
between two sets — responding and non-responding units.

A responsive or adaptive survey data collection design is intended for active survey control, which
aims to improve the chances of obtaining a representative set of final responses, reducing the variation
in the weight of the final survey.

2 Response propensity and R-indicator

Using the notation and definition of response propensities as set out in Schouten, Cobben and
Bethlehem (2009) [9] and Shlomo, Skinner and Schouten (2012) [14], denote U the set of units in the

population U =1,2,..,K,..N and s the set of units in the sample s =1,2,..,K,..n . Denote a response
indicator variable R, which takes the value 1 if unit i in the population responds and the value 0
otherwise. The response propensity is defined as the conditional expectation of R, given the vector of
values X; of the vector X of auxiliary variables:
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P (X)) =ER; =1| X=x;)=P(R; =1| X =x;) 1)
and also denote this response propensity by o, .

The quantitative quality indicators (or R-Indicators) measure the degree of difference of two sets,
i.e. respondents and nonrespondents. Define the R-indicator as:

R(px) :1-25(px) )

Estimation of the response propensity is based on logistic regression model and estimator of the
variance of the response propensities:

N 1 A AN
Sz(px) = _zdi(px(xi)_px)z
N'l s (3)

where di:ﬂ'iflis the design weight or inverse inclusion probabilities and

/TX = %Zdi pAX (X;) . Thereby, estimation of the R-indicator I%(;)X) =1- 2§(;)X) .

As in variance analysis, R-indicator has the same characteristics and could be split into
unconditional partial indicators, which measures the distance to representative response for single
auxiliary variables and are based on the between variance given a stratification with categories of Z
and conditional partial R- indicators measure the remaining variance due to variable Z within sub-
groups formed by all other remaining variables as in Schouten, Shlomo and Skinner (2011) [12].

3 STS retail adaptive design

Monthly data collection is done for the retail survey, where sampling design is stratified simple
random sample, strata having two parameters — NACE Rev. 2 groups and size groups by turnover.
Response level for business statistics usually is higher than in social statistics and reach up to 96%.
Despite high level of response in STS, phenomena of unbalanced responding units were observed.
STS response propensity variates and increases within time with a maximum on the last day of data
collection. As well the response propensities depend on a reporting period (month). It was decided to
develop a response propensity model for each selected date from data collection period (seven time
points were chosen after the end of a reference period). Reference period (month) is used as one of the
dependent variables in a model.

Several variables were evaluated for explaining response propensities with logistic regression.
Various approaches were used for variable selection, including correlation analysis, evaluation of the
amount of available data, level of explanation of the propensity to respond.

Response propensities were estimated a generalized linear model (GLM), a generalization of the
classical linear model, with the binomial family logistic-regression model (logistic link function),
using categorical and continuous numerical variables with different value scales and different
distributions. Box-Cox conditional transformation was performed for numerical type variables.

Selection of the final model specification evaluated by the automatic stepAlC procedure from the
MASS package [15], thus iteratively review all possible models from the initially passed parameters
and leave only those variables where the AIC criteria is the smallest. As a result, seven models have
been developed for each of the chosen seven time points in a reporting period.

The R-indicator as response rate ideally tended to be 1, both partial R-indicators ideally aimed to
be 0 for the unbiased set of respondents. The values of the unconditional partial R-indicator are
bounded in [-1; 1], where values with a minus sign indicate the group is underrepresented in the
response set and in population estimates, due to estimated response propensity values are lower than
the population average. Similarly, values with a positive sign indicate the groups where estimated
response propensity is higher than the population average and can be overestimated in population
estimates.

Conditional partial R-indicator compares response propensities within groups with the average
response propensity of the same strata (group).

Algorithms were developed in the free software environment R [5], which allows to observe in
dynamics the risk of bias due to non-response. Estimated R-indicator can help identify groups that
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potentially cause a bias due to non-response, thus reducing the representativeness of the collected
data. Other population parameters allow targeted planning of data collection and implementation
strategy.

The auxiliary variables X are usually used in the weight adjustment stage, but their use in
adaptive data collection also adds value. Monitoring the non-response bias with the help of R-
indicators provides potential improvements in the implementation of effective data collection,
planning and organization, potentially reducing the bias of the obtained estimates and variance of the
final weights.
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Abstract

Individual-level and household surveys conducted by National statistical offices are constantly facing
new challenges — the response rate is decreasing due to the changes in social habits and behavior of
the individuals. In addition, because of the global COVID-19 pandemic in 2020 and 2021, the state of
emergency and obligatory social distancing was announced in Latvia and other countries. As a result,
all face-to-face interviews were suspended.

Because of the reasons mentioned above, it is necessary to provide the most convenient and safest
approach for the respondents to participate in the surveys, i.e., on time and in an acceptable manner.
The Central Statistical Bureau (CSB) of Latvia uses the Metadata-driven Integrated Statistical Data
Processing and Management system (ISDAVS-CASIS) to process and manage a household and
person-level survey data. In this system, it is possible to create a data entry form for face-to-face data
collection (CAPI), telephone interviews (CATI) (since 2007) and online interviews (CAWI) (since
2014).

Learning from the ongoing social changes CSB Latvia has realized that it is necessary to
accommodate the ‘new normal’. Undoubtedly, traditional face-to-face interviews will remain as one
of the data collection methods. However, it no longer can be sustained as the main data collection
method. In 2019, face-to-face interviews accounted for about 60% of the largest survey data
collections in Latvia.

Already in 2007, CSB Latvia established a telephone interview center to evolve the CATI data
collection method. Using multiple modes for data collection is supposed to increase response rates
since different modes are preferred by specific population groups, improve sample balance, and allow
to reduce costs (Stadtmiiller, Beuthner & Silber 2021, p. 2). Unfortunately, there is no unified mobile
telephone number register in Latvia where the mobile telephone numbers of the individuals would be
stored. In 2020, additional efforts were made to obtain additional telephone numbers from
administrative registers and mobile phone operators, which allowed data to be collected only through
telephone interviews and online interviews.

The biggest challenge for online interviews (CAWI) is that the so-far developed data entry program is
not 'small screen friendly' (for phones and tablets). The survey can be easily completed on a computer,
but it could be challenging to fill out on a mobile phone.

In 2021, within the framework of the EU-SILC Eurostat grant project, CSB Latvia started the work to
develop a CAWI-mobile program. It will allow the respondent to fill out surveys (also as complex as
the Labor Force Survey and the EU-SILC survey) on a mobile phone. Currently, the developments are
based on the structure of the EU-SILC questionnaire while bearing in mind the specificities and needs
of other surveys. It is planned that the designed product could be used for other surveys as well
(individual-level, household, and business surveys).

When developing CAWI-mobile several limitations and challenges must be considered:
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* Developments for surveys that are carried out to provide official statistics - questions and
answers are strictly regulated by the legislation of the European Union, therefore the
modification or shortening of the questions is rather limited. Often the number and length of
possible answers are long while one screen view is not.

* In several surveys, a single questionnaire for each household member should be completed,
and opportunities should be provided to move from one questionnaire to another in a way that
is understandable and convenient for the respondent.

» To ensure data quality, data entry programs use classifications that make it easier for the
respondent to choose the appropriate value. However, many of them are very long and includes
detailed breakdowns (e.g. National Classification of Occupations, Address List).

» Many validations are already built into the data entry program to improve the quality of the
data. However, often they are very complex, difficult to summarize (that is necessary in the
case of small screen) and manage.

Considering the challenges identified, CSB of Latvia is planning to test CAWI-mobile for EU-SILC in
2022 and start to use it in surveys in 2023.

Keywords: household surveys, CAWI-mobile, EU-SILC.
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