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1 INTRODUCTION 

Master’s thesis examines methods of controlling video streams, possible optimizations on data 

bandwidth prediction with intelligent systems. To provide a stable video streaming with minimal 

latency, statistical data should be continuously monitored and encoder parameters adjusted. As base 

system, open source WebRTC technology was chosen, it provides plugin free real time video and 

audio conference between browser based environments. Open source technology gives ability to 

optimize source code, optimizing performance in real conditions. Most scope is given to algorithms 

and techniques on optimizing bandwidth prediction to keep live stream continuous in extreme 

conditions. 

1.1  Topicality and Aim of the Work 

In today’s modern mobile technology world, technical environment allows high data bandwidth 

on mobile devices. Current 4G, 4G+ LTE and upcoming 5G wireless data transfer technologies reach 

70 Mbps and more in friendly technical environment. High data bandwidth allows a real time video 

transfers through mobile devices. However mobile devices do not always work in stable network 

environment which decreases data bandwidth available dramatically. To maintain such situation and 

keep data transfer even in worst case scenarios, intelligent software solutions could be applied. The 

aim of the work is to analyze prediction methods, investigate their applicability to predict data 

bandwidth of the real time video streaming. 

1.2  Tasks of the Work 

To maintain aim of the work, three main tasks formulated: 

1. Obtain live stream statistical parameters, perform statistical parameters versus time 

analysis. 

2. Chose and analyze three prediction methods suitable to predict statistical parameters of live 

stream. 

3. Propose video stream control system concept based on data channel bandwidth prediction. 

1.3  Applied Methods of Investigation and Analysis 

To obtain statistical data, solution to log data to text file was chosen because of speed and 

simplicity. To predict data channel bandwidth three most popular algorithms were selected – NARX, 

LRNN and classical LN type neural networks. Primary tests were performed in “Matlab” 
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environment. Most suitable algorithm is selected by best performance index value calculated from 

mean square error.  

1.4  Novelty and Practical Value of the Work 

Work examines algorithms to be used in real time streams with latency no more than several 

milliseconds to not to interfere with streaming system. Streaming systems analyzed are strictly plugin 

free, meaning no additional external software is used, opposing traditional methods using Adobe 

Flash plugin [1]. Upcoming plugin free technology allows any operating system use its qualities on 

almost any device. WebRTC technology leaves a gap of optimizations available to be done, this work 

examines improvements of congestion control for WebRTC technology allowing better network 

performance characteristics and available bandwidth usage on current and upcoming mobile 

networks. Optimizations about to deal with packet losses and delays more smoothly allowing 

continuous stream playback. A concept of video bitrate prediction [19], based on network round trip 

time and loss parameters was proposed. 

1.5  The Scope of the Work 

Master`s thesis consists of 6 sections. First section provides introduction, proves topicality and 

novelty of work, describes tasks and applied methods of investigation. 

Second section presents analytical review of adaptive video streaming systems, explains its 

advantages and disadvantages, reveals scope of open source and closed source systems as well as its 

techniques of controlling live streams. 

Third section consists of analysis on prediction methods suitable to predict data channel 

bandwidth. Structural schemes of algorithms are provided together with detailed explanations of 

operation.  

Fourth section describes what kind and where from statistical data during live stream is 

obtained, what filters for data consistency are applied, how encoder parameters changes according to 

data channel parameters variations. Block diagram of data flow, encoder input parameters analysis 

are also present in this section. 

Fifth section presents conception how intelligent algorithms can be applied to video streaming 

system, describes practical development of adaptive real time streaming system based on WebRTC 

open source technology, provides comparison with stock encoder parameters adaptation versus 

intelligent algorithms results.  

In sixth section work is summarized, conclusions presented on applying intelligent algorithms 

to control real time video streams. 
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2 ADAPTIVE VIDEO STREAMING SYSTEMS ANALYTICAL REVIEW 

Main goal of this section is to review flagship video streaming systems. In the market exists a 

lot of video streaming systems, this section mostly reviews latest technology – WebRTC. Review of 

current available products reveals advantages and disadvantages of each, which helps to select proper 

environment to proceed on with practical part of this work.  

2.1  WebRTC 

WebRTC – Web based real time communication technology. It does not require any additional 

plugins or extensions, works in most modern web browsers [19, 20, 21, 22]. Released together with 

HTML5 standard in 2012. Because of its nature being part of web browser, it is well spread over 

stationary and mobile devices. Every “Google Chrome”, “Mozilla Firefox” or “Opera” browser in 

mobile phone, computer or TV [2] support it. HTML5 standard release many other extensions, like 

capturing video and audio streams directly from camera, “Websockets” technology for direct socket 

connections between browsers. These extensions in stack allowed WebRTC to be implemented. 

 

Figure 2.1. WebRTC connection diagram [3] 

Figure 2.1 represents connection diagram of  WebRTC connection. Signaling server serves to 

exchange connection data and peer states, peers opens UDP ports (Hole punch [4] technique) and 

direct data channel between peers is established. If peer locates behind NAT firewall, relay server 

with external public IP addresses should be used to ensure connection between peers is established in 

99% probability. 

Peer – in WebRTC environment is an end node, which has browser with WebRTC and HTML5 

frameworks available. Not only a browser can be an endpoint, browser environment can be simulated 
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with any programming interface, including chromium sources into it. One of the most popular 

environments for deploying endpoint or signaling server – Node.js environment [3]. 

WebRTC developer provides example applications, deploying peer client and server. Examples 

contains chromium framework sources, extended to C++ programming language. Technology 

seamlessly controls operations of TCP/IP layers [3],  without need of user intrusion, however native 

application, which is open source, gives ability to see all main operations and techniques operating 

network management and codec control, and also recode it. 

Technology has two type of connections, which can be parallelized: Media channel [3] and 

Data channel [5]. Media channel is strictly for media type data transfer, video and audio, buffers are 

controlled automatically. Data channel is dedicated for text data transmission, plain text. It can be 

used for transferring some direct messages between peers, allowing real time chat, or even file transfer 

may be established. Combination of those two can manage complete real time video conference 

system with chat and file transfer. 

Advantages: 

 Open source 

 Uses open source VP8 codec 

 Has documentation for environment preparation and binary deployment 

 Easily integrates into other programming environments like Java, Node.js 

 Has full support on Windows, Linux, Android and partial support for iOS operating 

systems 

 Uses direct UDP connection between peers – no need for transparent server 

 

Disadvantages: 

 Source files use a lot of storage space, because of chromium sources (~15GB) 

 Compiles using Google`s own compiler (ninja) 

 Not stable, technology is in development state 

 Proprietary h.264 codec performs better in comparison with VP8 

 Source code is hard to read because of conjunctions to chromium sources 

 Currently only supports two endpoints at once 

Some researches [6], [7] already analyzes additional techniques on optimizing WebRTC with 

adaptive methods, one of most interesting is “SPRAY” protocol [6] which denotes ability to use 

WebRTC technology for distributed applications. Protocol explains how effectively sample each of 

peer without incorporating classic star topology where master and slaves are active, but to use 

signaling feature of each node to transfer messages about node state, thus allowing node joins, 

shuffling, handles endpoint crashes and disconnects. 
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WebRTC technology is already widely used to transfer various live media streams, including 

sports championships [7], other techniques were proposed as alternative to WebRTC for such cases, 

because WebRTC technology is not able to fulfill such big capacity or network streams (reaches 

3.5Mbps on each node) correctly, leading to constant stream connection failures. 

Most of IP television providers researches WebRTC as technology of their future [2], leading 

to complete elimination of IPTV transcoders. They about to rely on TV connected to network, which 

exists on provider`s network to transfer media streams without any additional hardware required. It 

would also let bring down the costs of provider and end-user itself, making system fully automated, 

acting as a web page with great graphical interface [18, 19]. However, significant security methods 

have to be applied to prevent cheating and hacking of system [31].  

2.2  Kurento media server 

Kurento is a media server solution, which involves all modern technologies in one package. It 

includes “GStreamer” [8], has VP8, H.264 and H.263 codecs, uses pure HTTP, RTP and WebRTC 

environments. Usage of native WebRTC sources gives all advantages mentioned in section 2.1 , plus 

advantages given with Kurento product itself.  

 

Figure 2.2. Comparison of pure peer-to-peer connection versus media server 
[https://www.kurento.org] 

Three main conceptions (Figure 2.2) are known for use with WebRTC technology: 1 – direct 

peer-to-peer connection between endpoints, no intermediate server is used, no media infrastructure; 

2 – simple intermediate media server is used, which acts as an endpoint for both of external endpoints, 

performs as stream router allowing introduce techniques like record of media stream, additional 

transcoding; 3 – high level media server, allowing additional stream mixing, additional software (for 
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example GStreamer [8]) is usually used to perform media transformation, but is rather complex and 

resource demanding service. 

Advantages: 

 Open source 

 Requires difficult media server to be installed 

 Supports one-to-many connections 

Disadvantages: 

 A lot of code changes every update makes it inconvenient to deploy applications 

 Requires Kurento framework to be included into all deployable applications 

 

 

Figure 2.3. Kurento media server architecture 

Kurento media server structure is shared between three nodes (Figure 2.3): Kurento cloud 

server; application server on user managed server; end user application. Application server is mostly 

closed source, interchanges data with Kurento protocol [13]. User application has connection between 

Kurento server and application server. Such architecture limits any source code changes by user, but 

offers great features in media server inside. One of the most feature is that Kurento media server can 

be used as a bridge between different codecs on endpoints: VP8 encoded endpoint <-> Kurento media 

server <-> h.264 [40, 41] decoded endpoint. 
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2.3  OpenTok 

OpenTok is another WebRTC based commercial product, it originally was launched using 

obsolete Adobe Flash technology [9]. Current release offers complete embedded communication 

platform, standalone, or cloud based. Platform is highly customizable, however core framework is 

closed source and only external functions are customizable.  

Platform brings WebRTC features of media streaming (video and audio), additionally screen 

sharing, multi connection conference, plugin for Internet Explorer browser (which natively does not 

support WebRTC connections) features are available. 

OpenTok documentation describes additional stream encryption [9], additional software 

firewall feature for increasing security concerns. Android and iOS operating systems are supported – 

additional application must be installed to provide full feature set. 

Advantages: 

 More stable than pure WebRTC 

 Constant updates 

 API for external applications 

Disadvantages: 

 Partially closed source 

 Very high peripheral resources consumption 

 Requires very complex media server installation 

OpenTok software took its niche mostly on making various presentations, remote studies. One 

conference room is limited to 20 participants [10], has a great user friendly graphical interface, 

connected to most popular social networks. 

 

Figure 2.4. OpenTok structure diagram [10] 
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OpenTok software is not complete deployable package, it is hardly tied to cloud services 

provided by developer (Figure 2.4). Software allow modifying final blocks of software, but main 

protocols remain closed sourced. 

2.4  Skype 

Skype software is a closed source product. Skype is one of the most popular VoIP tool, which 

includes video and audio stream through peer-to-peer network connection, its specifications remains 

unknown. Only partial network architecture diagram (Figure 2.5) is available, where network is split 

to two types of nodes: supernode – node which accepts external connections, may be skype server, 

or user with external IP address; node – user device which does not serve as an signaling server, 

passes data through peer-to-peer connection. Network connection topology is very similar to 

WebRTC technology described in section 2.1 . 

 

Figure 2.5. Skype network architecture [11] 

Skype software was taken into review because it accomplishes network connections in same 

manner as WebRTC does. Skype also support data and media channels, for low resolution video 

encoding VP8 open source codec is used, for high resolution – proprietary h.264 codec [45, 43, 42]. 

Ability to switch codecs allows better data flow in Skype software rather than WebRTC technology 

(because of better compression and higher peripheral resources load rates). Security concerns and 

congestion control technologies are not publicly explained, however experimental tests shows that 

Skype software has great algorithms and/or intelligent systems applied. 

Advantages: 

 99% probability of connection to be established 

 Optimized algorithms allow adaption of stream parameters on network environment 

changes 

 Switches between codecs allows best bandwidth-resources load ratio 

Disadvantages: 

 Closed source, no protocol and security mechanisms documented 
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 License prohibits usage for commercial purposes, unless “Skype business” license 

applied. 

 

 

Figure 2.6. Skype software adaptive mechanism [12] 

Figure 2.6 represents bandwidth usage of Skype software where sudden network throughput is 

simulated, rapid drop of bandwidth seem to cause internal adaptation algorithms to slightly 

undershoot, but connection rapidly stabilizes and stream continues. After limiter switched off, 

adaptive algorithms start to recover situation, smoothly increasing usage consuming. Since 

algorithms applied in Skype software are proprietary, it is unknown what techniques are used, but 

overall results are excellent, in both, natural fluctuation and sudden drop situations emulated. 

2.5  Section generalization 

Review of adaptive streaming systems shows that WebRTC technology has no optimized 

techniques to properly perform congestion control, those are later applied by vendors of final 

products. WebRTC itself presents well done connection establishment mechanism, developers of 

subsidiary products improve it even more by implementing external interfaces like separate servers 

for UDP hole punching. To perform media tasks, intermediate media servers are applied instead of 

direct connection between endnotes [36], it grants full control of media streams rather than 

performing tasks in user accessible browser interface.  

On all occasions external signaling server is used for route SIP messages between peers, 

interchange of internal and external IP addresses, other connection related messages [37] before and 

after direct peer-to-peer connection established. 

Review of Skype software, acknowledge it uses same connection topology as WebRTC does, 

shows that WebRTC is just inclusion of well know topology into new environment – modern web 

browsers directly. 
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3 ANALYSIS OF PREDICTION METHODS 

Real time video stream encounters with network connection instability, which is expressed as 

sharp variation of network parameters: round trip time value measured in milliseconds; lost packets 

count; received frames count. Parameters tend to be non-periodic instantaneous values. To 

accomplish prediction of bandwidth available with minimal latency, artificial neural network could 

be used. Current section represents three intelligent prediction methods to predict values.  

Artificial neuron network is basically a mathematical representation of human body neural 

network. The main reason neural network solutions are selected for this work is a nonlinear features 

of neural networks and a simple implementation. Basically all main neural network methods share 

same features – there is an input, and an output. Between input and output stages each input value 

has a weight coefficient, and products of those are accumulated. Lately summarized value is passed 

to linear, or nonlinear activation function which produces the answer. Additional techniques like input 

values, intermediate summarized values or output values may be fed back to input with delay in 

samples. Artificial neural network may consist of numerous amount of intermediate layers, various 

combinations (serial, parallel, mixed) [29], although increasing complexity and resources needed to 

accomplish computations. Usually increasing system complexity increases accuracy, there exist point 

when neuron count reaches maximum where accuracy increase is negligible in comparison with 

system complexity increase rate. To test accuracy of each neural network, prediction of random jitter 

data was performed. 

3.1  Linear neuron (LN) 

Linear neuron is the basic element. For system to work, neuron should be trained. Train is a 

step where weight coefficients are found. Training operation is performed by having an item set which 

contains matching pairs of inputs and desired outputs. Initially those coefficients are randomly 

generated [. While performing train state, loop iterates over neural network adjusting coefficients so 

it matches known values with certain error. For this to accomplish, after each iteration calculated, 

output value is compared to desired output and error is calculated. Error value may be subtraction 

product directly, mean square error value, gradient distribution or any other type, depending of 

desired accuracy of training. Training operation is flagged as finished upon set conditions (error or 

distribution threshold) acquired.  

For very small error values, or impossible combination set it can take very high or in some cases 

even infinite loop iterations to be done, so training operation is usually also narrowed by setting 

iteration count threshold, creating race condition on which event happens earlier. 

 y kx   (3.1) 
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Linear activation function is a slope (equation 3.1) which displaces sum product of inputs, 

intended to adjust output on final stage of multilayer neural network. 

Coefficients calculated during training state is a part of system and should be transferred 

together with whole system deploy package. Such system may be used not only for prediction, but 

also for clustering or binary output (decision). 

 

 

Figure 3.1. Structure diagram of linear neuron 

Figure 3.1 shows internal structure of linear neuron. Example describes one input variable, 

which has delay of 6 samples. System can be configured to more inputs (they will influence the output 

as well) with their weight coefficients. 
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Equation 3.2 represents mathematical expression of linear neuron, where f - activation 

function; j - count of inputs, whether it is current input, or delayed input; jw - weight coefficient for 

input j ; jx - input value; ( )y n - output of neuron for input sample n .  

 

Figure 3.2. Prediction of random jitter values using LN predictor 

Figure 3.2 illustrates results of predicting network jitter value using linear neuron network. 

Direct comparison of random generated and predicted signal curves on single graph shows slight 

overshoot of predicted values, however signal trend is maintained. 
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3.2  Layer-recurrent neural network (LRNN) 

Recurrent neural network is a type of neural network, similar to linear neuron, but has a 

feedback of internal calculation steps to input of network. It allows to apply set of weights recursively 

[26]. Such types of neural networks are widely used in speech recognition and other language 

applicable models because of its ability to have infinite dynamic response versus time series [23]. 

Most of the features of linear neuron are inherited. Usually hidden layers has nonlinear 

activation functions which increases computational resources needed to perform arithmetical 

calculations, since nonlinear activation function may require exponential or trigonometrical functions 

to be calculated. Effective training of recurrent neural network is not an easy task, because of unstable 

relationship between parameters [25].  

 

Figure 3.3. Structure diagram of LRNN 

Example of layer recurrent neural network structure diagram is given in Figure 3.3. Network 

model basically consist of two neural networks, from where they conjugate, is the feedback node. 

LRNN network can be used with multiple input variables. Network is stated as sequential network 

because of feedback and time based delays, this feature makes LRNN network to be fault-tolerant.  

 

Figure 3.4. Prediction of random jitter values using LRNN predictor 

Figure 3.4 illustrates prediction of jitter value. Prediction result shows slight response delay and 

undershoots introduced, better accuracy in comparison with linear neuron predictor. Predictor is 

configured to have one input and one output, two sample feedback from hidden layer with 2 neurons. 
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3.3  Nonlinear autoregressive neural network with external input 
(NARX) 

NARX neural network model is particularly suited for modeling nonlinear systems which 

depends on time series. It features gradient-descending learning algorithm, because of that model 

converges and outperforms other neural networks. NARX model is suitable to predict long time 

because of delayed output feedback which allows back propagation through time.  

 

 

Figure 3.5. Structure diagram of NARX 

Figure 3.5 shows internal structure of NARX network (hidden layers are not shown),  

mathematical representation of model can be denoted as: 

 ( ) ( ( 1), ( 2),... ( ), ( 1), ( 2),...) ( ),y n F y n y n x n x n x n err n        (3.3) 

where ( )y n  is current output of predictor, ( )x n  is  current input, ( )err n  is error term, F  is nonlinear 

activation function. Error term here denotes a difference between actual value and predicted value, 

since they may not be exact in value. 

Network is trained taking into computations real output of network which leads to less error 

gradient and great converge times. However, network can be “over trained” leading to false prediction 

instead of better forecasts. NARX model tend to have good performance ratios, because of this, 

weight coefficients can be small in magnitude [26], prediction response is smooth. 

Network can be trained using function to update weights based on Levenberg-Marquardt 

optimization or Bayesian regularization techniques, it minimizes squared error and weight values. 

Depending on network size, one or other optimization function can produce better results. Because 

of optimizations to be performed, and nonlinear activation functions used, input values should be kept 

as small as possible, normalization should be applied. 
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Figure 3.6. Prediction of random jitter values using NARX predictor 

Figure 3.6 illustrates results of NARX predictor, accuracy of predicted values is best in 

comparison with LN and LRNN networks, predicting random generated jitter values of network 

connection. Predictor is configured to one external input with two delay samples of input, as well as 

two delay feedback samples of predictor output. 

3.4  Section generalization 

Analysis showed that NARX predictor has best performance index in comparison to linear 

neuron and LRNN predictor. Prediction of frames with NARX predictor faces with the mean square 

error near 11, which means number of frames could be predicted with an average error of 3-4 frames. 

This result leads to select NARX predictor to be used in encoder parameters prediction later in this 

work. 

Analysis showed that neural networks with backpropagation tend to pass their output forward 

through network, as well as propagating the error backwards. Main idea of backpropagation is to 

reduce the errors while network learns the training data, as training procedure starts with random 

generated weight coefficients, main goal is to adjust weights so the error would be smallest in 

magnitude.  
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4 VIDEO STREAM STATISTICAL DATA SCREENING 

This section describes what statistical data is used to control video streams, how particular 

values are obtained. Since work analyzes open source WebRTC technology, only its particular 

statistical data and parameters are discussed.  

To perform the aim of the work, necessary statistical data should be obtained. Media streams 

are based on many parameters, however not all of them are applicable for purposes to be applied to 

artificial neural networks (examined in chapter 3). Data output capture techniques are discussed in 

this chapter, determining whether collectable data is suitable for further analysis, also its origins and 

sense in perspective of determining current state of network environment as well as media encoder 

itself. 

4.1  WEB browser 

To predict network connection changes and adjust encoder parameters, statistical data of 

network loss rate, round trip time, jitter and frames received values should be collected. Since version 

23, Google Chrome supports WebRTC framework by default, it gives ability to test and deploy 

application on real system.  

 

Figure 4.1. Google Chrome outgoing stream statistical data 

Figure 4.1 represents outgoing statistical data collected in Google Chrome browser. Data is 

being shown graphically which gives ability to view state of media stream graphically. It is known 

[13] that VP8 codec has its own predictors for adjusting macroblock size [13], so basically adequate 

parameters should be adjuster for codec to achieve best results. Mainly all those parameters are visible 

in Figure 4.1 which represents statistical data collected over short media stream.  
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Figure 4.2. Google Chrome incoming stream statistical data 

Figure 4.2 respectively shows incoming statistical parameters collected on remote endpoints. 

Figure clearly shows different parameters which describes tendency that encoder and decoder uses 

different parameters to configure itself. 

For easy display of media streams HTML5 standard includes plugin container (media player). 

It is inserted into webpage using <video> tag. Stream source from web camera is obtained via 

JavaScript programming environment. 

Google Chrome WebRTC statistics page also allows to save statistical data log to file, however 

it is JSON [14] structure encoded, to decode collected data into data arrays, simple JavaScript parser 

is made. 

 

Figure 4.3. Mozilla Firefox statistical data 
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Figure 4.3 shows average statistical data collected on Mozilla Firefox using same environment, 

it is clearly seen that Mozilla Firefox displays average values instead of instantaneous, no graphs are 

provided, however data describing state of codec is still available. 

Statistical data collection from web browsers showed that different browsers use same data to 

configure VP8 codec. Most meaningful data for end user is FPS (frames per second), this parameter 

describes smoothness of video stream. Experiments shown framerate is widely limited by hardware 

camera parameters itself. However, to improve issues with media stream shudder, low level 

parameters should be taken into account. Experiment clearly states the issue with those parameters – 

they do not reach to network parameter changes instantaneously. Few seconds to few tenth of seconds 

delay is perceptible for parameters on sudden packet loss, which leads into complete stream cease in 

timeframe of delay. Such cases make it nearly impossible to use this system on mobile networks when 

mobile device is moving across the area with poor signal quality. 

Parameters like number of received frames, RTT (round trip time), lost packets rate and jitter 

were selected for further investigation. Round trip time is a parameter which mostly describes 

network delay, is a direct parameter describing time taken for a single packet to be sent and answer 

to be received from remote endpoint. If a network delay increases, round trip time parameter also 

increases respectively, and such case is clearly visible on experiment where network delay is 

increased artificially. Lost packets value describes a ratio of packets lost during a sampling time 

interval (which is a 1 second by default), it denotes an unstable network connection, changes between 

mobile network stations and similar. Jitter parameter describes a natural phenomenon of packets to 

be sent and received in non-exact same time intervals, but sudden increase in value would sign 

instability in network connection which should be handled by codec accordingly. 

4.2  Native WebRTC application 

Deployed web browser software only allows to log statistical data, but does not allow to access 

any data buffers or parameters itself. To obtain access to methods controlling encoder, low level 

software has to be used. As WebRTC technology is open source, whole Chromium (Google Chrome 

framework) is publicly accessible, those sources about to be used as a base for direct statistical data 

capturing and concept of adaptive streaming system development environment.  

After checkout of official WebRTC repository, 15GB of source files in Visual Studio project 

are received, all perquisites documented in installation instructions performed, deploy package is 

compiled. Package contains standalone application for signaling server, which is used for connection 

data interchange (SIP packets) and perform conference rooms management. 
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After examination of the code, preparing UML diagrams (Appendix Figure 1 and Figure 2), 

mechanisms of configuring encoder parameters were acknowledged. Analysis showed, that encoder 

parameters basically depends on three variables [15]:  

1. CPU overuse. Detection implemented on comparing input framerate to encoding 

framerate, if encoding framerate is much less than input framerate, CPU overuse flag is 

raised meaning CPU cannot handle such high framerates. Closed loop frame drops are 

then initialized, if CPU overuse condition still persists – input video resolution is 

downscaled until encoding rate reaches stable state. 

2. QP (quantization parameter). Mechanism detects QP value, if its value is being very 

high, it is assumed video quality is low (as well as bitrate) and video is believed to look 

blocky (macroblocks are big). Figure 4.4 represents dependence of bitrate versus 

quantization parameter. If high QP value condition is met video downscaling before 

encoding is initiated. 

 

Figure 4.4. QP value versus bitrate 

3. Estimated bitrate. Bitrate estimation is implemented by relying on REMB feedback 

scheme of RTP packets. This value is calculated by sharing synchronized packets of 

current time (NTP protocol) and applying arrival-time model in remote endpoint. Model 

states that each received frame is assigned to variable ( )t i  which denotes time when 

whole frame is received. Group of packets with same timestamps is denoted as ( )T i . 

Packet losses are not taken into account. Frame stated as delayed if equation 

        1 1t i t i T i T i      is satisfied, meaning arrival time difference is higher in 

value in comparison with timestamp difference. Relative arrival time is denoted as 

            1 1d i t i t i T i T i       , and applying Kalman filter estimation [16] 

according to relative arrival time and its reference to NTP received timestamp bitrate is 

estimated. Local endpoint receiving REMB value from endpoint adjusts encoder 

parameters. 

 

Experimental analysis by adjusting network parameters manually (increasing loss rate, jitter 

and limiting bandwidth) showed that first two encoder adjustment techniques works fine, while 
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adjustment by remotely estimated bitrate does not work correctly in many cases, causing total 

connection loss because of inadequate encoder parameters adapted.  

 

 

Figure 4.5. WebRTC adaptive logic sequence 

Figure 4.5 represents simplified login sequence executed in loop every packet received during 

media streaming process. Most sensitive part of adjusting encoder by REMB received bitrate is 

handled in function “UpdateEstimate()”. Issue leading to complete stream loss is caused because of 

encoder is adjusted right after packet messaging about available bitrate from remote endpoint is 

received. Such event happens no more often than set interval _ _ _t min fb interval , and no less often 

than interval _ _ _t max fb interval , if no such packet is received during time interval two times the 

_ _ _t max fb interval , algorithm assumes such packet as lost and will result in a halving the send 

rate and trying to send out packets without readjusting the encoder. 

 

Source code 4.1. UpdateEstimate() contents 

01 if (last_fraction_loss_ <= 5) { 
02       // Loss < 2%: Increase rate by 8% of the min bitrate in the last 
03       // kBweIncreaseIntervalMs. 
04       // Note that by remembering the bitrate over the last second one can 
05       // rampup up one second faster than if only allowed to start ramping 
06       // at 8% per second rate now. E.g.: 
07       //   If sending a constant 100kbps it can rampup immediatly to 108kbps 
08       //   whenever a receiver report is received with lower packet loss. 
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09       //   If instead one would do: bitrate_ *= 1.08^(delta time), it would 
10       //   take over one second since the lower packet loss to achieve 
108kbps. 
11       bitrate_ = static_cast<uint32_t>( 
12           min_bitrate_history_.front().second * 1.08 + 0.5); 
13  
14       // Add 1 kbps extra, just to make sure that we do not get stuck 
15       // (gives a little extra increase at low rates, negligible at higher 
16       // rates). 
17       bitrate_ += 1000; 
18  
19       if (event_log_) { 
20         event_log_->LogBwePacketLossEvent( 
21             bitrate_, last_fraction_loss_, 
22             expected_packets_since_last_loss_update_); 
23       } 
24     } else if (last_fraction_loss_ <= 26) { 
25       // Loss between 2% - 10%: Do nothing. 
26     } else { 
27       // Loss > 10%: Limit the rate decreases to once a 
kBweDecreaseIntervalMs + 
28       // rtt. 
29       if (!has_decreased_since_last_fraction_loss_ && 
30           (now_ms - time_last_decrease_ms_) >= 
31               (kBweDecreaseIntervalMs + last_round_trip_time_ms_)) { 
32         time_last_decrease_ms_ = now_ms; 
33  
34         // Reduce rate: 
35         //   newRate = rate * (1 - 0.5*lossRate); 
36         //   where packetLoss = 256*lossRate; 
37         bitrate_ = static_cast<uint32_t>( 
38             (bitrate_ * static_cast<double>(512 - last_fraction_loss_)) / 
39             512.0); 
40         has_decreased_since_last_fraction_loss_ = true; 
41       } 
42       if (event_log_) { 
43         event_log_->LogBwePacketLossEvent( 
44             bitrate_, last_fraction_loss_, 
45             expected_packets_since_last_loss_update_); 
46       } 
47     } 
48   } 

 

Source code 4.1 represents bitrate adjusting mechanism denoting dependence of bitrate passed 

to encoder versus loss. Algorithm about to work smoothly decreasing or increasing bitrate, it is 

denoted as: 

 If less than 2% of packets are lost, meaning loss is very low, algorithm tries to increase 

bitrate by 8% by every iteration of loop 

 If packet loss is in range of 2-10% no adjustment is done – REMB received value is 

passed directly to encoder and updating bitrate buffer accordingly 

 If packet loss is greater than 10%, algorithm starts to decrease bandwidth available value 

by nonlinear value calculated by taking into account RTT variable. Such algorithm 

assumed to decrease available bandwidth more rapidly maintaining active media stream 

connection. 
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Source code allow to adjust bandwidth increment and decrement rates (relative to NTP time) 

with default values denoted in Source code 4.2. 

Source code 4.2. Adaptation intervals and bitrate thresholds 

1 const int64_t kBweIncreaseIntervalMs = 300; 
2 const int64_t kBweDecreaseIntervalMs = 1000; 
3 const int kDefaultMinBitrateBps = 1000; 
4 const int kDefaultMaxBitrateBps = 1000000000; 

 

During experiment various combinations of rates were tested but no significant increase in 

overall system quality automatically managing sudden network parameter changes was achieved. 

Results states that such algorithm to decrease bandwidth by iterating through loop after a packet is 

received adapts too slowly before packet timeout flag is raised and stream is terminated making such 

system nearly impossible to use on mobile devices with mobile network enabled. 

To perform simulation of situations where algorithm is not capable to manage extreme 

situations data screening of various parameters was implemented. To capture statistical data, method 

to log variables to text file was chosen, tab separation between each sample values was selected 

because of easy further import to any simulation system. 

 

Figure 4.6. Bandwidth, loss rate and RTT values on high and poor quality connections 

Figure 4.6 shows how adapted bandwidth (blue) value changes on high and poor quality 

connections. On first graph it can be seen bandwidth increases, since excellent throughput is available, 

until it reaches its maximum threshold value, however simulated increase in RTT value (sudden 

spike) made no influence in bandwidth value – spike duration is too low for adaptive algorithm to 
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trigger. Lower graph shows how situation look in worst case scenario – sudden spikes of RTT makes 

no influence at all, bandwidth keeps increasing (video stream starts to lag), sudden increase of lost 

packets triggers decreasing of bandwidth value, once it is back to normal, algorithm tries to increase 

bandwidth to stabilize the encoder, but it has already timed out because it took too much time for 

algorithm to adapt to the network changes. 

This experiment shows single capture of network connection inconsistency, while such 

instability in mobile network happens constantly leading passive adaptive algorithm to lag a lot in 

respect to actual network state. In cases of wide range fluctuation in network parameters values, lag 

value contains tenth order of seconds. 

4.3  Section generalization 

Analysis of WebRTC parameters was performed on static configuration and during active 

stream between moving vehicle. Data captured during moving vehicle stream brought clear view of 

how system adjusts itself during constantly changing network environment. Web browsers statistical 

data allowed to understand problems introduced in adaptive mechanisms, native WebRTC sources 

explains disadvantages of such mechanism, where adaptation performance is limited to quality of 

received statistical data. Because no self-decision mechanism is applied in adaptive system, it makes 

system unable to handle extreme changes in network environment, limiting system to be used on 

static configuration. 
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5 DEVELOPMENT AND ANALYSIS OF ADAPTIVE VIDEO STREAM 
CONTROL SYSTEM 

This section presents concept implementation of adaptive video stream control system with 

intelligent system – neural network predictor, adjusting encoder parameters based on statistical 

network data. Mechanism is about to be integrated into open source WebRTC real time media stream 

system environment to perform optimized overall theoretical and practical performance. Algorithm 

implemented are about to not interfere with current system design.  

5.1  Experimental analysis plan 

1. Acquisition of statistical network parameters of live media stream. 

2. Selection of prediction method based on most accurate prediction with real statistical 

network parameters. 

3. Test of predictor results with stock estimation (reference) parameters. 

4. Test of predictor results with two network parameters as input. 

5. Compare stock system estimated bandwidth to predicted bandwidth. 

6. Propose algorithm to be implemented into WebRTC framework. 

5.2  Selection of most suitable prediction method 

During acquisition of statistical network parameters of live stream session, with remote 

endpoint moving in car, causing unstable network to increase latency. Tests performed on 1280x720 

(720p) resolution. To select most suitable predictor from reviewed predictors (section 3), predictors 

are tested with real statistical data captured in section 4. Test data is prepared in such manner to 

predict arrived frame count based on packets received. 

 

Figure 5.1. Result of trained LN network 
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Figure 5.1 shows comparison of received frames count versus actual received frames count. 

Because of linear neuron has linear activation function, neural network response does not react to 

sudden changes of input parameter (packets received), sometimes produces inadequate change in 

bitrate predicted, mostly works in similar overall performance to stock WebRTC linear adaptation 

[27] system, not allowing to adjust encoder parameters correctly. To achieve better results nonlinear 

activation function with different neural network model should be used. 

 

Figure 5.2. Result of trained LRNN network 

Figure 5.2 represents same data trained over LRNN network. Predictor is organized with 

nonlinear activation function having hidden layers, with linear activation function on output neuron. 

Such network has infinite dynamic response to time series data. Predicted bitrate fluctuates around 

actual value with high dispersion, it may cause instability if encoder if such parameter will be 

transferred to encode video stream. Fluctuations happen because neuron model use feedback from 

hidden layers of predictor, rather than actual output. Complexity of network and arithmetic steps 

counts are high, taking into account prediction should be calculated between packets receive time 

interval, output produced should be as close as possible to actual value. Overall performance is much 

better than linear neuron, it still requires some tuning or external algorithm applied to filter high 

fluctuations and overshoots in prediction. 

To compensate disadvantages of LRNN network, other network model was analyzed – NARX. 

Main difference between LRNN network is that NARX model use output of network feedback to 
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compensate for errors between actual and previous values, this feature features NARX model as most 

suitable for prediction of bitrate based on network parameters. Spontaneous spikes are nearly 

impossible in NARX network, because current predicted value is based on current input and previous 

output of predictor as well. Figure 5.4 represents predicted value to actual value nearly echoing each 

other, with negligible overshoots, error values are lowest and at least scattered over whole range in 

comparison to LRNN and LN models. Model realization requires more storage resources to keep 

buffers of input and output delays, where in other reviewed models buffers acts as a natural buffer 

for further arithmetic calculations.  

 

Figure 5.3. Result of trained NARX network 

To have more generalized view of neural network models performance, result tables with 

different network parameters were generated. Table 5.1 shows how each network model performance 

index varies over different input delays. Best performance is got on NARX model with 2 input delays. 

Table 5.1. Predictor performance versus number of delays 

Predictor Input delays 

2 4 6 8 10 12 

NARX MSE 11.5 12.4 13.5 13.3 13.0 14.6 

STD 3.3 3.5 3.6 3.6 3.5 3.8 

LRNN MSE 16.6 16.2 22.0 20.6 24.5 22.3 

STD 3.9 3.9 4.2 4.4 4.8 4.6 
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LN MSE 24.6 24.6 24.6 24.6 24.6 24.6 

STD 4.9 4.9 4.9 4.9 4.9 4.9 

 

Table 5.2 represents variation of performance index over neurons count in hidden layer, 

resulting in NARX having best performance index over neurons count of 6-24. In LRNN network 

model error quantity raises a lot if neuron count is increased – parasitic harmonics starts to appear 

around predicted value. NARX model has little increase in error when neuron count is increased, 

however accuracy increases noticeably, as well as resources needed for computation of output. 

Table 5.2. Predictor performance versus number of neurons 

Predictor Neurons 

6 8 10 12 16 24 

NARX MSE 11.5 12.5 13.0 12.4 13.2 13.8 

STD 3.3 3.5 3.6 3.5 3.6 3.7 

LRNN MSE 16.2 17.1 16.8 18.8 16.6 25.0 

STD 3.9 4.0 4.0 4.3 3.9 4.7 

LN MSE 24.6 24.6 24.6 24.6 24.6 24.6 

STD 4.9 4.9 4.9 4.9 4.9 4.9 

 

Training samples count comparison is made, results presented in Table 5.3, it is known, the 

more training samples are applied – the better resulting accuracy is achieved. NARX model shows 

pretty good results at training samples as low as 50 in count, worst result, as predicted, is achieved 

on LN network model, which is worse more than in half comparing to NARX model even on 350 

samples. Training on Levenberg-Marquardt backpropagation and Bayesian regulation brings similar 

results, depending on input variable and model structure semantics. However, for NARX model 

Bayesian regulation brings slightly better result, and best result in overall – 11.5 MSE value. 

Table 5.3. Predictor performance versus training samples count 

Predictor Number of training samples Train algorithm 

30 50 100 350 LM BR 

NARX MSE 22.7 15.6 14.3 11.5 13.0 11.5 

STD 4.2 3.8 3.7 3.3 3.5 3.3 

LRNN MSE 25.8 19.9 16.2 16.6 16.2 19.9 

STD 4.2 4.3 3.9 3.9 3.9 4.3 

LN MSE 78.3 29.6 34.4 24.6 24.6 - 

STD 5.4 5.2 5.8 4.9 4.9 - 
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According to experimental results, NARX predictor shows best overall result based on 

Bayesian regulation training with 350 training samples using 6 hidden layer neurons and 2 sample 

delay of external input: mean square error 11.5 with standard deviation in value of 3.3. To perform 

exact test based on real system parameters, data screened on section 4 was applied. Two most critical 

parameters describing network state was selected as external inputs of NARX network: RTT value 

and loss of packets. To perform training, value of output bitrate was manually raised to achieve correct 

predictions after network is trained.  

 

 

Figure 5.4. Comparison of stock estimation system and NARX predictor 
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Figure 5.5. Bandwidth estimated by stock system and NARX predictor 

Figure 5.5 demonstrates trained NARX network to predict reference bandwidth, estimated by 

stock system. As inputs, network parameters of round trip time and packet loss are taken. However, 

such predicted bandwidth value is non well composited, causes encoder to fail to transfer video stream 

smoothly, retraining with adjusted values was performed. Figure 5.4 represents real prediction results 

with real statistical data captured during media stream. Network connection is stable, however, as 

remote endpoint is a mobile device in motion, causing RTT value to fluctuate, some loss is introduced. 

Stock system estimated bitrate (blue) reacts to network changes, loss is detected, bitrate starts to 

decrease, then conditions normalizes, and bitrate start to rise. At the moment bitrate should rise, RTT 

delays are introduced, estimation system starts to lag, leading to flat estimated bitrate and complete 

loss of stream connection. NARX predictor (red line) reacts to changes immediately handling encoder 

to provide smooth image quality increasing macroblocks, after extreme conditions gone, bitrate 

prediction mechanism recovers and start to rise, macroblock size is decreased, high quality image is 

transferred. Ability to react to both variables (RTT, loss) independently is great feature of NARX 

network, providing best overall result for WebRTC technology in condition when mobile device with 

mobile network is active. Intelligent adaptive algorithms in decision critical environments is more 

efficient than using static rule based techniques, which tend to go to abnormal results if main 

dependent variables suddenly changes in value or goes outside described ranges. 

5.3  Implementation into WebRTC framework 

To implement intelligent adaptive into open source WebRTC framework, two most suitable 

ways are found: using open source NARX C++ library; expressing mathematical functions directly. 

Applying of dedicated library is the easiest way, but it has some drawbacks: incorporation of third 

party libraries to WebRTC framework is rather complicated, effectiveness of library may be worse 

than pure mathematical model implementation, some limitations, like input values ranges may be 

inconsistent. Pure mathematical representation may be optimized well, direct structure is accessible, 

trained network weight coefficients may be applied directly from other environment. 
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Mathematical model for transferring predictor from “Matlab” programming interface is 

provided in this section. Figure 5.6 represents “Matlab” software generated NARX network model 

with two input variables (RTT, loss), two input delays are introduced, 10 hidden layers provided with 

nonlinear activation functions. 

 

Figure 5.6. “Matlab” software generated NARX model 

To perform training, Bayesian regulation algorithm was selected since it shows slightly better 

results, iterations count limited to 5000 iterations, mean squared error set to threshold of 61 . Training 

operation succeed in time of 8 minutes and 27 seconds with 4625 iterations, MSE value 79.89 . 

To apply NARX network in C++ environment mathematical representation is denoted. Inputs 

denoted as ( )x n  and ( )z n  accordingly, output of predictor – ( )y n . Mathematical representation 

follows: 

 1 2 3 6 5 4

0 7 8 9

( ) ( ) ( 1) ( 2) ( 1) ( 2) ( 3)

( ) ( 1) ( 1) ,

v n x n w x n w x n w y n w y n w y n w

w z n w z n w z n w

           
     

  (5.1) 

where ( )v n – output before activation function, 0w  – neuron bias coefficient, 1..9w  – weight 

coefficients for corresponding input or feedback value. 

To calculate output of predictor, nonlinear activation function applied: 

 
( )

1
( ) ;

1 v n
y n

e


  (5.2) 

If additional training steps during prediction are necessary, training can be accomplished by 

calculating error value between predicted and actual value: 

 actual( ) ( ) ( ),err n y n y n    (5.3) 

updating coefficients accomplished by recalculation according to error: 
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  (5.4) 
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where   – is value in range of 0..1. Training calculations are performed until sum product of error is 

below some threshold value, or iterations count of training reaches its set limit. 

Mathematical implementation of NARX model in C++ environment is easy, and requires not 

so many resources. One of most resources requiring step is calculation of exponential value, but as 

modern computers and mobile devices central processing units has intended hardware modules to 

process such problems, there is no problem about it. 

To perform tests for remote endpoint HTML and JavaScript programming languages was 

applied, web page application acting as an endpoint was developed. Application displays incoming 

and outgoing stream, allows to select resolution of video stream captured by hardware video device, 

allows to set conference member name. Figure 5.7 illustrates graphical user interface of web 

application. Main goal of web based application is to allow to use WebRTC on various devices, where 

implementation of dedicated application is too complex and is non mandatory. For this case we 

application acts as a bridge between different hardware architectures sharing equal capability – 

capability of modern web browsers and power of HTML5 standard incorporated into them. 

 

Figure 5.7. WebRTC based web application 

Figure 5.8 illustrates real time video conference graphical interface in WebRTC native 

application. Behind graphical interface there is Google Chrome web browser environment, which 

emulates environment of web browser enabling HTML5 technology to be used as standalone 

application. 
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Figure 5.8. WebRTC based native application 

During the research timeframe a lot of fixes and new features were developed for WebRTC 

framework. One of the most interesting feature is ability to stream single media stream to several 

remote endpoints (currently maximum of 4 at once). Since peer-to-peer technology allows direct 

connection only between two endpoints, multiplexing technique is applied (Figure 5.9). Such scheme 

is implemented through local buffer doubling, where separate emulated browser environments are 

created, each performing own statistics on network quality. 

Local endpoint

Remote endpoint

Remote endpoint

Remote endpoint

Remote endpoint

 

Figure 5.9. One-to-many multiplexing 

Multi-connection interface allows of controlling each codec interface separately, meaning 

intelligent bitrate predictors could be developed in such manner where each adaptively adjust each 
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connection parameters, or parameters could be globalized making adaptive system more robust where 

all parameters are summed, predicted, and equal parameters passed to all codec. Such scheme will 

discriminate endpoints with perfect connection quality lowering overall media stream quality. During 

experiments, because of low network throughput and devices hardware resources, maximum remote 

endpoints count was limited to 3. Further development of multi-stream adaptive predictor is open. 

5.4  Section generalization 

Prediction methods and its parameters were analyzed, mean square error and standard deviation 

parameters were compared between each other with equivalent parameters set, NARX predictor were 

selected as best method to predict bitrate in WebRTC technology. Mathematical representation of 

model with trained parameters is provided, allowing algorithm to be implemented practically in any 

programming environment. Practical comparison demonstrates features where intelligent adaptive 

predictor predicts bitrate parameter more efficient than stock system, thus optimizing overall system 

stability when used on mobile network with jittery mobile connection. Optimizations allows encoder 

to be pushed to its theoretical limits, ensures maximum usage of network bandwidth available. 
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6 CONCLUSIONS 

Aim of the work is achieved by performing analysis of prediction methods and their 

applicability to predict data bandwidth of the real time video streaming. After performing analytical 

review of adaptive video streaming systems, analysis of statistical data screening, and development 

of adaptive video stream control system, conclusions were formulated: 

1. After performing analytical review, it can be said, that: 

a) Demand on adaptive real time streaming systems is high, special attention is 

paid to external plugin free systems because of its universality and applicability 

on most modern devices. 

b) WebRTC is unambiguous leader in technologies of new generation real time 

media stream systems, it is proven by fact WebRTC is used as parent technology 

on developing best known real time video conference and presentation products. 

c) Publicly available, open source code of WebRTC technology is optimized and 

close sourced to maintain competition in real time media streaming niche while 

maintaining potential customers by presenting unique features in the market. 

d) Well performing real time media stream technology is about to step in and 

replace current standards in areas like IP television, IP telephony, social media. 

2. Analysis of prediction methods gives knowledge to conclude, that: 

a) Artificial neural network algorithms perform better than traditional rule based 

algorithms providing much more accurate results of prediction, while despite 

high complexity still being implementable on most devices. 

b) Correct selection of training technique and training datasets plays critical role in 

terms of predictor accuracy and overall performance. 

c) Externally trained network, which does not require constant retraining, can be 

easily parsed to mathematical representation of simple arithmetic operations. 

d) Neural networks with feedback and samples delays are well suitable long term 

signals because of infinite dynamic response on time series. 

e) Levenberg-Marquardt backpropagation or Bayesian regulation optimization 

functions decrease error of neural network training session significantly. 

3. Investigation on statistical data collected during real time media stream results in: 

a) WebRTC technology has poor adaptive encoder parameters predictor applied 

which leads lag of video stream or complete loss of connection. 

b) WebRTC adaptive mechanism relays on remote endpoint reported maximum 

bitrate available. 
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c) Most important accessible statistical parameters for prediction of bitrate 

available are: round trip time; packet loss fraction. 

d) WebRTC technology additionally adjusts encoder parameters in case of CPU 

overuse or high quantization parameter value is detected. 

e) Current non intelligent adaptive mechanism does not react to sudden control 

parameters changes, does have strict thresholds in adaptation range, limiting 

high throughput networks to reach maximum quality. 

4. Development and analysis of adaptive video stream control system, it can be concluded, 

that:  

a) Statistical data collected during real time media stream session is well suitable 

to predict bitrate of encoder. 

b) NARX neural network provide good performance in terms of prediction 

accuracy and error rate with leaving MSE at value of 11.5, meaning frames could 

be predicted with an average error of 3-4 frames. 

c) Best performance of NARX neural network is achieved by training network with 

350 samples, while applying Bayesian regulation function and configuring 

network to have 2 input samples delay with 6 neurons in hidden layer. 

d) Mathematical representation of NARX network is easily implementable in 

WebRTC framework without inferring with actual system design, leaving 

calculation of nonlinear activation function exponential value the most 

demanding arithmetical operation. 

5. Latest update on WebRTC technology features ability for multiple end nodes to be 

connected to single stream performing multiplexing of media stream channel, which 

provide ability for future work, optimizations on developing multi-channel predictors 

for each peer connection to have separate adaptive control. 
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APPENDICES 

UML diagrams of WebRTC signaling server and client software 

 

 

Figure 1. UML diagram of signaling server software 
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Figure 2. UML diagram of client software 

Materials of presentation given at 19th Conference of Lithuanian Junior 
Researches 
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