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1. Introduction 

In recent years, the state of malware has evolved significantly, with new and more sophisticated 

forms of malware emerging on a regular basis(Abusitta et al., n.d.). Current serious threat is the use of 

malware for espionage, cyber-espionage and advanced malware campaigns(Singh et al., 2019). 

Advanced persistent threats (APTs) are a type of malware that is specifically designed to infiltrate and 

remain undetected on a target's system for an extended period of time. The problem is that APT malware 

is targeted, continuous and sophisticated, it evades signature-based detection, so requires new methods 

as heuristic or more advanced methods of detection (Han et al., 2021a).  

On the other side, we are trying to build a lot of new methods to classify and detect malware 

(Abusitta et al., n.d.; Aslan & Yilmaz, 2021a), but as defense techniques involve malware authors create 

more sophisticated malware samples. With the rise of advanced malware or APT malware, classification 

and detection methods require more sophisticated approaches and techniques and more data for 

modeling and evaluation (Han et al., 2021a; Laurenza et al., 2018). To gather data, collect different 

information and test models researches currently trying to utilize different malware models or use 

databases of real malware samples(Channakeshava et al., 2009; Saeed et al., 2013a; Tidy et al., 2015; 

Zhang et al., 2019). Usually, to satisfy normal level of false-positives and false-negatives values, train 

and evaluate model or test some new technique big database of normal and suspicious behavior must be 

available for analysis, developed APT/Malware simulator allow to generate this database that can be 

used, for example, for future creation of anomaly detection or behavior-based detection methods.  Also, 

this simulator will be a tool to test other defense mechanisms against APT malware, simulate its activity 

on observed system and develop effective defenses against it. 

APT malware simulator will face a problem with giving researches a tool to get behaviors and 

other data what currently is problem (Han et al., 2021a), because of security and privacy requirements 

found when dealing with APT malware in real environments. However, programs that simulate malware 

activity were created (Leszczyna et al., 2010), but the problem is that they do not focus on APT malware 

nor try distinguish or highlight its behavior. 

 

1.1 Investigation object 

The Investigation Object is software that simulates behavior of APT or other sophisticated 

malware. 

1.2 The Aim and Tasks of the Thesis 
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The Aim of the research is to develop an APT malware simulator, that can be later used for APT 

activity dataset generation. 

Tasks needed to achieve aim of the work: 

1. To perform analysis of APT malware specifics, existing simulators and malware simulation 

methods. 

2. To design an APT simulator. 

3. To implement the designed simulator, to perform test and evaluate the simulation results. 

1.3 Novelty of the work  

The novelty of this work lies in the implementation of a software system that provides a 

comprehensive platform to build and run APT malware simulation plans, replicating the behavior of 

APT malware attacks. This system offers an interface to collect detailed behavioral data, distinguishing 

it from existing solutions through its advanced level of automation. Unlike traditional adversary 

emulation tools that often execute predefined scripts in fixed environments, this simulator allows for the 

dynamic creation and customization of simulation environments. It supports the integration of various 

behavior collection tools, which can be configured and altered even within the same simulation plan. 

This flexibility enables researchers to tune simulations to specific needs, providing a more accurate and 

detailed representation of APT activities. The system's modular and extensible architecture ensures that 

it can be easily updated with new attack definitions and tools, maintaining its relevance in the evolving 

landscape of cybersecurity threats. This level of automation and adaptability significantly enhances the 

ability to study and defend against sophisticated APT attacks, providing a robust tool for both research 

and practical defense strategy development. 

1.4 Relevance and Value of the work 

The relevance of this work is explained by the increasing usage and sophistication of advanced 

persistent threats in the cybersecurity landscape. As APT attacks become more targeted and complex, 

traditional detection and defense mechanisms often fall short. The APT Malware Simulator addresses 

need in support tool that can help to create and simulate such activity, by providing a platform capable 

of replicating the behaviors of APT malware and attacks. Its ability to create customizable and dynamic 

simulation environments allows for a more precise and detailed study of APT TTPs. The APT Malware 

Simulator provides a robust platform for generating datasets with malicious behavior, which are crucial 

for training machine learning models and advancing threat detection technologies. Its modular and 

extensible architecture ensures that it can evolve with the rapidly changing threat landscape, 

incorporating new attack definitions and defensive measures as they emerge. The system's integration 
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capabilities facilitate a comprehensive approach to security analysis, allowing it to work in conjunction 

with other tools and systems. 
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2. Related works analysis 

2.1 Malware 

Malware is short for malicious software. It refers to any software that is designed to harm or 

exploit a computer system or gain unauthorized access to a network (Sibi Chakkaravarthy et al., 2019a). 

This can include viruses, worms, trojans, and other types of malicious programs (Saeed et al., 2013a). 

Malware can be spread through email attachments, downloads, or by visiting infected websites. It can 

cause a variety of problems, such as deleting or corrupting data, stealing personal information, or taking 

control of a device without the owner's permission. Malware can take many forms, including executable 

files, scripts, dynamic link libraries, files that support macros or script languages, and others (Singh et 

al., 2019).  

There are many different types of malwares, each with its own distinctive characteristics. Some 

common types include (Ahmadi et al., 2016; Saeed et al., 2013a): 

• Viruses. A virus is a type of malware that can replicate itself and spread to other devices. 

It often spreads through email attachments or downloads. 

• Worms. A worm is a type of malware that can spread itself from device to device without the 

need for a host file or user intervention. 

• Trojans. A Trojan is a type of malware that is disguised as legitimate software, but is actually 

malicious. It is often used to gain unauthorized access to a device or network. 

• Ransomware. Ransomware is a type of malware that encrypts a victim's files. The attackers then 

demand a ransom from the victim to restore access to the files, often using Bitcoin or another 

untraceable payment method. 

• Adware. Adware is a type of malware that displays unwanted ads on a device. It can be bundled 

with other software and installed without the user's knowledge. 

• Spyware. Spyware is a type of malware that is used to track a user's activity or gather sensitive 

information, such as login credentials or financial data. 

• Rootkits. A rootkit is a type of malware that is designed to gain unauthorized access to a device 

at the kernel level. It can be very difficult to detect and remove. 

Common techniques that are used by malware include (Aslan & Yilmaz, 2021; Sibi 

Chakkaravarthy et al., 2019b; Singh et al., 2019; Yu et al., 2018): 

• Replication. Many types of regular malware are designed to replicate and spread from device 

to device, often through email attachments or downloads.  
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• Execution. Regular malware is often designed to run automatically when it is executed or 

opened by the user, allowing it to perform its intended actions. 

•  Concealment. Some regular malware is designed to conceal itself or operate covertly, in 

order to evade detection by security systems.  

• Damage. Regular malware may be designed to cause damage to a device or network, such as 

deleting or corrupting data, or disrupting operations.  

• Data theft. While not always the primary goal, regular malware may also be designed to steal 

sensitive data or personal information.  

Common techniques that are used by malware are depicted on Figure 2.1, summary table that 

compares different aspects of malware families is presented below. 

 

 

Figure 2.1 – Representation of different techniques that are used by malware (Or-Meir et al., 2019) 
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Table 2.1 – Comparison table of malware families (Saeed et al., 2013b) 

 

 

2.2 Malware detection and analysis 

There are several techniques that can be used to detect malware on a computer or network. Some 

common techniques include (Gandotra et al., 2014; Saeed et al., 2013c; Sibi Chakkaravarthy et al., 

2019c): 

• Signature-based detection. This is a method in which antivirus software compares the files and 

programs on a computer to a database of known malware signatures. If a match is found, the 

malware is detected and can be removed.  

• Behavior-based detection. This is a method in which antivirus software monitors the behavior of 

programs and files on a computer, looking for patterns that are typical of malware. If suspicious 

behavior is detected, the software may flag the program or file as potentially malicious.  

• Heuristics-based detection. This is a method in which antivirus software looks for patterns or 

characteristics that are commonly associated with malware, even if the specific malware is not 

known. This can be helpful in detecting new or previously unknown malware.  

• Sandboxing. This is a method in which suspicious files or programs are run in a simulated 

environment (a sandbox) in order to observe their behavior. If the file or program exhibits 

malicious behavior, it can be detected as malware.  

• Network traffic analysis. This is a method in which network traffic is monitored for suspicious 

activity, such as unexpected or unusual traffic patterns or communication with known malware 

servers. This can help to identify malware that is attempting to communicate with the outside 

world.  

• Manual analysis. This is a method in which a cybersecurity expert manually examines the files 

and programs on a computer or network, looking for signs of malware. This can be a time-
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consuming process, but can be effective in detecting malware that evades automated detection 

methods. 

It is important to know the main detection techniques because each of the methods relies on 

different properties and behavior characteristics of malware, so simulator can be implemented to allow 

to collect data for different use cases. For example, regular malware can be detected using all the possible 

methods, but traditional security systems like antivirus and anti-malware software, which rely on 

identifying known malware signatures and performing static analysis, are often unable to detect APT 

malware (Sibi Chakkaravarthy et al., 2019b). Analyzing research related to malware detection and 

malware behavior analysis helps to discover what typical techniques are used by malware authors, their 

implementation strategies and execution flow, all this information will be useful during simulator 

developing. For example, some surveys (Han et al., 2021; Sibi Chakkaravarthy et al., 2019b; Singh et 

al., 2019; Wei et al., 2021; Zhao et al., 2015) about malware detection and malware analysis discuss 

possible infection vectors, how system and API calls usually used by malware, evasion and obfuscation 

methods and malware behavior. 

2.3 APT Malware 

The main interest of this work is sophisticated or APT malware. Usually, term APT is used in 

context of attacks, APT stands for “Advanced Persistent Threat” (Sibi Chakkaravarthy et al., 2019b). It 

refers to a type of cyber-attack in which an attacker gains unauthorized access to a network and remains 

undetected for an extended period of time. The goal of an APT attack is typically to steal sensitive data 

or intellectual property, rather than causing damage to the network or disrupt operations (Sibi 

Chakkaravarthy et al., 2019b). APT attacks are often carried out by nation-states or well-funded hacking 

groups and are known for their high level of sophistication. Once inside, the attacker will often establish 

a foothold and work to expand their access and move laterally through the network, collecting data and 

possibly planting additional malware along the way (Singh et al., 2019).  

In context of malware, APT malware is a type of malicious software that is specifically designed 

to be stealthy and evade detection by security systems (Sibi Chakkaravarthy et al., 2019b). It is often 

used in APT attacks, which are long-term, targeted cyber-attacks that seek to gain unauthorized access 

to a network and remain there for an extended period of time. APT malware is typically customized to 

the target organization, and may use a combination of social engineering, zero-day vulnerabilities, and 

other tactics to gain access to the network and steal sensitive data or intellectual property (Singh et al., 

2019). Because APT malware is designed to be stealthy, it can be very difficult to detect and remove. 

Advanced persistent threat here can be interpreted here as following (Sibi Chakkaravarthy et al., 

2019b): 
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• Advanced. The threat actor has the ability to create advanced tools by combining multiple attack 

strategies in order to achieve the following goals: bypassing existing security defenses, evading 

detection, maintaining access to the protected network and sensitive data. 

• Persistent. The threat actor is highly determined to achieve their goal without being detected. 

One common persistent strategy used by APT is the "low and slow" (Sibi Chakkaravarthy et al., 

2019b) approach, in which they take a gradual and covert approach to achieving their objectives. 

• Threat. The targeted threat actor is more precise in their attacks, focusing on specific 

organizations in order to achieve their goals. APT groups are usually organized and motivated, 

and often consist of dedicated crews with various missions. APTs pose a significant danger to 

the internet and enterprise infrastructure because they often use zero-day attacks to compromise 

their targets. These attacks can be difficult to detect and prevent, as the attackers frequently 

change their tactics and methods to avoid detection. Traditional signature-based security systems 

may have difficulty identifying advanced APT malware. 

 

Regular malware differs from APT malware in several key aspects. Regular malware is typically 

less sophisticated and targeted compared to APT malware. It is often mass-produced and distributed 

widely, lacking customization for specific targets. While regular malware may attempt to evade 

detection, its evasion techniques are generally less sophisticated than those employed by APT malware. 

Regular malware is usually designed for immediate damage or disruption, rather than persisting on a 

network for an extended period. 

In terms of targeting, regular malware tends to be more indiscriminate, aiming to infect as many 

devices as possible without focusing on specific organizations. Although regular malware can steal data, 

its primary goal is often to cause damage or disruption, rather than engaging in extensive data theft. In 

contrast, APT malware is characterized by a higher level of sophistication, specifically designed to evade 

detection and persist within a network for a prolonged time. 

APT attacks frequently involve multi-stage strategies, employing custom-developed payloads 

and other tactics to bypass detection and achieve the attacker's objectives. APT malware is designed to 

establish communication channels with the attacker, enabling the issuance of commands or the transfer 

of stolen data. Once inside a network, APT malware may establish a foothold, expanding its access and 

moving laterally through the network. 

Social engineering tactics, such as phishing emails or pretexting, are commonly employed by 

APT attackers to deceive users into revealing login credentials or installing malware. Additionally, APT 

attackers may exploit zero-day vulnerabilities in software or hardware, leveraging unknown security 
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flaws to gain network access. APT malware may also employ encrypted communication channels to 

evade detection and maintain a persistent connection with the attacker. 

 

Table 2.2 – Traditional malware and APT malware comparison (Sibi Chakkaravarthy et al., 2019b) 

 

 

 APT malware attack model can be presented using Cyber Kill Chain framework (Bahrami et al., 

2019), attack is performed in following stages: 

1. Reconnaissance. The reconnaissance phase involves gathering information about the target 

system, such as performing an OS and\or port scan, vulnerability scan, DNS lookups etc. During 

this phase, the APT threat actor collects related information about the target, which can be used 

to exploit the system. The threat actor often uses social engineering, social network services, 

personal blogs and ecommerce sites to obtain open and public information about the target. 

2. Weaponization. In this phase, attacker develops advanced new tools or payloads to penetrate the 

target’s defense using information that was collected on previous stage. 

3. Delivery. Attacker sends malicious payload to target system using different methods. 

4. Exploitation. Attacker exploits the payload in victim environment usually by exploiting some 

vulnerabilities. 

5. Installation. On this stage attacker uses techniques to create and preserver access on the target 

system. 

6. C2C (Command and Control server). Attacker uses remote server to control the deployed 

payload. 

7. Action on objectives. Once the attacker has gained access to the system, they maintain this access 

and carry out actions such as exfiltrating data etc. 

Developing malware simulation software, we must think how to simulate every step of this chain, 

for example delivery during APT attacks usually performed by spear phishing with malicious payload, 
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it can be tricky to implement and allow automatic simulation. Also, most of the techniques that are 

characteristic to APT malware should be implemented with the possibility of their variation. Some of 

the payload delivery methods and evasion techniques are presented in table 2.3. Some evasion 

techniques that are used by APT malware include (Sibi Chakkaravarthy et al., 2019b; Singh et al., 2019; 

Zhao et al., 2015): 

• Obfuscation. 

• Packers. 

• Different encryption methods. 

• Payload fragmentation. 

• Traffic obfuscation. 

• Session splicing. 

• IDS\IPS evasion techniques. 

 

 Table 2.3 – Payload delivery techniques (Sibi Chakkaravarthy et al., 2019b) 

 

 

 To simulate APT malware behavior, we must go deeper and specify a lot of information, target 

environment will influence the techniques and implementation methods that will be needed to simulate. 

For example, many researches limit scope of possible platform to machines that are run under Windows 

operating system, because statistic shows that is most targeted platform for malware. By analyzing 

different research articles and analysis reports we can derive a lot of indicator and behavior patterns of 

APT malware and parts of implementation strategies, for example some API calls used by different APT 

malware families were derived during one of the analyzed investigations (Table 2.4).  
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Table 2.4 – Top 10 API calls by different APT malware families that were derived during one of the analyzed researches 

(Han et al., 2021) 

 

 

 Typical behavior and implementation aspects of some of APT malware families are presented on 

Figures 2.2 – 2.4, on Figure 2.5 APT attack features are summarized. 

 

 

Figure 2.2 – Typical malicious behaviors of the HangOver family (Han et al., 2021) 

 



 

 

24 

 

 

Figure 2.3 – Creation of a malicious executable file of the HangOver family (Han et al., 2021) 

 

 

Figure 2.4 – Adding a malicious load to the registry and set it auto-run of the HangOver family (Han et 

al., 2021) 
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Figure 2.5 – Taxonomy of APT features (Bahrami et al., 2019) 

 

2.4 Malware simulation and modeling  

Mathematical models that propose to simulate attacks by APT malware are described in bunch 

of research papers (Channakeshava et al., 2009; Hernandez Guillen et al., 2019; Tidy et al., 2015; Zhang 

et al., 2019), researches investigate propagation of advanced malware on a computer network, modeling 

APT DoS attacks and malware spread through different types of networks, malware spread velocity and 

device-infection rates. 

One research (Hernandez Guillen et al., 2019) tries to specifically focus on APT malware, 

authors propose two types of targeted machines: infectious devices (those susceptible ones reached by 

malware) and attacked devices (the reached devices that are classified by advanced malware as targeted 

devices). The proposed model aims to simulate the spread of advanced malware on a computer network. 

The malware being simulated has certain characteristics: it can gather information about potential 

targets, it can decide whether or not to attack a device it has reached, and it exhibits stealthy and evasive 

behavior. If a susceptible device is reached by the malware and is determined to be a potential target, it 

becomes infectious. If the malware decides the device is not a suitable target, it becomes a carrier for 

the malware but is not itself attacked. An infectious device can become an attack target based on 
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information gathered about it. If the malware decides not to attack a device, it removes itself from the 

device and the device becomes recovered. Infectious, carrier, and attack devices can all become 

recovered at a certain rate, and the model also accounts for the possibility of reinfection and the use of 

security countermeasures to try to prevent infection. However, the effectiveness of these 

countermeasures is limited due to the nature of the APT malware. This and similar models can be used 

to tune and evaluate real malware simulator tools. 

Few research (Leszczyna et al., 2008; Monga & Karlapalem, 2009) are available that propose 

real implemented solution to simulate malware behavior on real systems. One of them (Leszczyna et al., 

2008) was specially developed to encounter problem in the lack of tools for accurately reproducing the 

behavior of malicious software. Developed program is named MAlSim, it is a software toolkit designed 

to simulate various types of malware in an information system's computer network (Leszczyna et al., 

2008). It is capable of simulating the behaviors of different families of malware, such as worms, viruses, 

and malicious mobile code, as well as different species within those families. It can simulate known 

malware, as well as generic behaviors such as file sharing and email propagation, and even hypothetical 

configurations to predict system behavior in the face of new malware. This framework is a distributed 

simulator that simulates the behavior of each instance of malware independently, meaning that if a 

prototype malware spreads across a network and creates copies of itself, the MAlSim agent dedicated to 

simulating that malware will also spread and create new instances (Leszczyna et al., 2008). MAlSim is 

based on the mobile agent technology and is implemented on the JADE platform, which provides 

mechanisms for controlling the life cycle of simulation agents (Leszczyna et al., 2008). The toolkit 

includes components called malware templates, which can be created and used to specify the behavior 

of the simulated malware.  

Software agents are programs that operate on an agent platform, which is an execution 

environment that provides the agents with functionalities characteristic of the agent paradigm, such as 

intercommunication, autonomy, and mobility. Agent platforms are deployed across multiple hardware 

devices using containers, which are instances of a virtual machine that form a virtual agent network 

node. Mobile agents can migrate from one container to another, and when containers are deployed on 

different devices, the mobile agents can migrate between those devices as well. Agent platforms can be 

thought of as communities for agents, where they are managed and can interact with each other. 

Framework components consist of toolkit with multiple agents, set of behavioral patterns and 

migration/replication patterns implemented as agent behaviors. To make the agent operative, it must be 

extended with instances of behavior classes and migration/replication patterns. The behavior patterns 

define the actions that the agent will take to imitate the behavior of malware, such as scanning for 

vulnerabilities or sending and receiving packets, without causing harm to the system.  
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 This research (Leszczyna et al., 2008) is dated 2010, it deals with traditional malware with focus 

on simulation viruses and worms, however as was mentioned malware industry is developing very 

quickly and now, we have to consider about tools that can be used for APT malware simulation but the 

ideas that introduced in this research and implementation strategy can be useful for APT malware 

simulator developing. 

One research (Monga & Karlapalem, 2009) deals with framework for malware modeling and 

simulation that includes and highlight importance of environment in malware simulation, authors 

emphasize that recent models for computer networks, which do not treat the computer as an autonomous 

entity are inadequate for malware modeling and simulation. They propose their system as a framework 

to model computer network environments, as they have advantages of decentralized data and 

asynchronous computation and similarities to how computers communicate and coordinate with each 

other to accomplish tasks. Various aspects of a computer on a network in order to make simulations 

realistic and meaningful include the regular software and security software installed on the computer, as 

well as the user on the system(Monga & Karlapalem, 2009).  

Framework models computers as autonomous agents in a computer network environment 

(Monga & Karlapalem, 2009). The agents can coordinate with each other by sending messages via the 

environment and are uniquely identified by an IP address. The framework allows for the specification 

of attributes for all the computers such as the list of software and security software installed, and the 

probabilities of the user applying a patch or removing malware. Once the agents are initialized, the 

framework simulates the normal functioning of the computer and simulates the execution of software, 

some of which is vulnerable and can be infected by malware. If an agent gets infected, it can be controlled 

by the malware and malfunction, or even taken off the network. The framework allows for the simulation 

of the behavior of security software and the user in terms of installing patches or pro-actively removing 

malware. Network model assumes that all computers in the network can interact directly with each other, 

including the ability to connect directly, analyze network packets, and send error messages. If direct 

communication is not possible, the computers are considered to be in separate networks. The model does 

not simulate core network parameters and the network itself is considered a black box. The focus is done 

on providing a framework for modeling different types of malware, their spread patterns, and simulating 

how various parameters may affect them. 

2.5 Adversary emulation 

Adversary emulation is an essential approach in cybersecurity that mimics the tactics, techniques, 

and procedures of potential attackers (Ajmal et al., 2021). The agnostic threat-based adversary emulation 

approach strives to simulate an extensive range of potential threats, encompassing both known and 
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unknown threats(Ajmal et al., 2021). These may include simulated attacks from various types of 

adversaries like nation-state actors, cybercriminals and hacktivists, employing tactics such as phishing, 

social engineering, and malware(Basit Ajmal et al., n.d.). With the knowledge gained from adversary 

emulation exercises, organizations can then implement the findings into their red teaming practices, 

creating a holistic approach to fortifying their cybersecurity defenses(Applebaum et al., 2016). 

Red teaming, a term originated from the military realm, is now a critical element in the 

cybersecurity landscape(Applebaum et al., 2016). In essence, red teaming refers to a comprehensive and 

proactive process wherein a group of security professionals, referred to as the red team mimic the tactics, 

techniques, and procedures (TTPs) of potential adversaries with the intent to exploit security 

vulnerabilities within an organization's digital infrastructure(Applebaum et al., 2016). The primary 

objective of red teaming is to evaluate and improve the overall security posture of an organization. Red 

team exercises are designed to uncover weak points in security systems, processes and human factors 

that might be overlooked during regular security audits. In addition to detecting vulnerabilities, red 

teaming also examines an organization's response and recovery strategies by simulating real-world 

attacks. Red teaming operates on a broader scope than conventional penetration testing(Ajmal et al., 

2021). While the latter primarily focuses on identifying exploitable vulnerabilities in a system, red 

teaming provides a holistic view of the organization's security status. It incorporates social engineering 

techniques, physical security assessments and advanced persistent threat simulations, providing a 

comprehensive test of the organization's defensive measures(Ajmal et al., 2021). The relevance of red 

teaming in contemporary IT security cannot be overstated. As cyber threats grow in complexity and 

sophistication, traditional security strategies often fall short. Red teaming brings the critical advantage 

of perspective. By adopting the mindset of potential adversaries, red teams can preemptively detect and 

mitigate vulnerabilities that might be exploited. Furthermore, red teaming serves to test an organization's 

incident detection and response capabilities. It helps organizations understand how they would react to 

a real cyber-attack, revealing any flaws in their incident response plans.  

While red teaming undoubtedly presents numerous advantages, its implementation is often 

hindered by factors like financial expenses, time constraints and the availability of skilled 

personnel(Ajmal et al., 2021; Applebaum et al., 2016). Conducting a red team exercise demands 

significant resources and even when these resources are available, there still challenges remain linked to 

the expertise of team members and the overall design of the exercise. So, the idea of transitioning to 

automated emulation tools arises in different scientific researches and a lot of adversary emulation 

models, frameworks and tools prototypes are proposed(Ajmal et al., 2021; Applebaum et al., 2016; Basit 

Ajmal et al., n.d.; Bhattacharya et al., 2020; Miller et al., n.d.; Shahin & Soubra, 2022; Yoo et al., 2020; 

Zilberman et al., 2020). 
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2.5.1 Planning and uncertainty in adversary emulation  

  Automated red teaming as a planning problem integrates automated penetration testing with 

artificial intelligence planning(Applebaum et al., 2016). It leans on two key dimensions – uncertainty 

and interaction among individual attack components(Applebaum et al., 2016; Basit Ajmal et al., n.d.). 

Uncertainty in an attack scenario can either be non-existent, present in the outcome of actions or lie 

within the planner's state. The interaction among individual attack components can be explicit as in a 

network graph, take the form of monotonic actions with varying effects or be generalized actions that 

can negatively influence each other(Applebaum et al., 2016). The challenge often lies not in the 

uncertainty of an action's outcome, but in the uncertainty of the outcome relative to a given scenario. 

Given complete knowledge of the environment, every action’s execution would be deterministic. 

However, the planner rarely has complete knowledge of the defender's system(Yoo et al., 2020). Hence, 

the planning process takes into account uncertainty in the environment, treating actions as deterministic 

and using a pre- and postcondition model(Applebaum et al., 2016). To handle plan execution towards a 

specific goal and the uncertainty in the state of the world, an online planning approach is adopted. In 

contrast to offline planning, online planning creates temporary plans that are modified during execution. 

After developing a plan, the planner executes the first action, observes the system’s responses and if 

these responses do not align with what was expected, a new plan is created. This online planning 

approach is well-suited to red teaming as it easily adjusts for uncertainty and assists in solving the goal-

definition problem by allowing for heuristics(Applebaum et al., 2016). Developing heuristics is a key 

part of this process. Each action is assigned a numeric value representing a "reward" for executing that 

action. Plans are then scored based on a decreasing summation of individual actions' scores. This reward 

function is highly customizable and can be used to prioritize certain actions over others, simulating how 

an adversary might realistically operate. 

The groundwork for automated planning was introduction with STRIPS planning agent and 

framework(Nilsson & Fikes, 1970). In this system, actions are simply encoded, detailing their 

preconditions and effects, or what must be true before an action can be executed and what becomes true 

after its execution. The planning program then seeks to chain these actions together to determine the 

most efficient path towards a given goal state. Over time, the domain of automated planning has evolved 

significantly from the original STRIPS concept, expanding to encompass various sub-problems. For 

instance, the STRIPS model is a classical offline planner that assumes deterministic outcomes for each 

action, with the plan precomputed before execution. In contrast, online planners execute an action and 

then adjust their plan based on the response of the system, allowing for real-time adaptation(Applebaum 

et al., 2016). Among other types of planners, there are probabilistic planners and partially-observable 

planners (Hoffmann, n.d.). Probabilistic planners consider actions that have probabilistic outcomes, such 
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as action 'a' making 'Q' true with a probability of 0.5. Partially-observable planners, on the other hand, 

operate with limited information about the execution environment. In the context of automated red 

teaming in cybersecurity, planning serves a critical function. Red teaming is a simulated adversarial 

attack on a system, intended to test and improve its defenses. Automated planning helps formulate the 

actions of the red team, allowing for a more controlled, structured, and comprehensive testing procedure. 

This process can be broken down based on observability, ranging from strong observability approaches 

to planning with uncertainty (Applebaum et al., 2016). Depending on the level of information known 

about the system and the desired outcomes, different planning approaches are used to guide the red 

team's actions. 

Strong observability approaches take on the defender's perspective, with comprehensive or 

nearly comprehensive network knowledge. An example of this approach in one of works is 

proposed(Boddy et al., 2005),which bears similarities to traditional attack-graphs but also includes 

planning-based characteristics. Their system generates potential adversary plans based on predefined 

network models, adversary objectives and attack methods. This method, though focused on the 

defender's perspective, employs automated planning to evaluate potential paths an attacker might take 

through the network. 

Using planning explicitly over attack graphs, some researchers have incorporated attacker and 

user profiles into traditional attack graphs to identify critical paths an adversary could potentially take 

(Hoffmann, n.d.). This approach, along with the integration of a planning system into live exploit 

execution tools, aims to optimize the penetration testing process. However, these models presume high 

observability, leaving little room for uncertainty(Applebaum et al., 2016). On the other hand, there are 

models that deal more explicitly with uncertainty, more applicable to real-world red teaming situations 

where initial information about the system to be attacked is limited or non-existent. One approach 

includes a planning system layered over the Metasploit framework, which uses contingency planning to 

incorporate sensing actions for services. Despite dealing with uncertainty, these models still require 

some domain knowledge (Applebaum et al., 2016). 

In an attempt to move away from traditional planning, some models apply Markov Decision 

Processes (MDPs), which perceive the world as a series of states and actions as transitions between these 

states(Hoffmann, n.d.). They strive to define an optimal policy, or the best action for each state, prior to 

execution. Both MDP-based approaches and probabilistic planning strategies focus on managing 

uncertainty, assigning probabilities to actions and translating environmental uncertainty into uncertainty 

about the success of an action. However, these strategies have been criticized for their lack of a practical 

implementation framework (Applebaum et al., 2016). Other works use Partially Observable Markov 
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Decision Processes (POMDPs) to address automated planning issues (Sarraute et al., n.d.). In contrast 

to MDPs, POMDPs introduce a large degree of uncertainty by factoring in the unknowns about the state 

of the environment. The success of an action is dictated not only by the inherent uncertainty of the action, 

but also by the uncertainty in the environment from the attacker's perspective. The POMDP approach is 

considered the most comprehensive for automated red teaming as it fully encodes all environmental 

uncertainties (Applebaum et al., 2016). Despite its potential, it faces challenges with scalability due to 

the complexity of POMDPs (Applebaum et al., 2016). Hence, while it represents an important milestone 

in adversary emulation, improvements in scalability and execution must be made to fully exploit its 

potential. 

2.5.2 Adversary emulation tools 

To understand how theoretical ideas of emulation are implemented and how they can be used to 

build an APT malware simulator, it is crucial to have an overview and comparison of threat and 

adversary emulators. A lot of open-source solutions can be found online, some of them can be used to 

cover simulation of different tactics and techniques of APT, it is also worth to see what models they 

utilize and what range of Cyber Chain they cover. 

2.5.2.1 Cyber Adversary Language and Decision Engine for Red Team Automation (CALDERA) 

by MITRE 

CALDERA (Alford et al., 2022; CALDERA, n.d.) is a cross-platform cybersecurity framework, 

designed to orchestrate automated security operations. The architecture features a central server which 

is instrumental in offering an interface for users, along with coordinating various CALDERA agents that 

are disseminated throughout the network. The server exhibits versatility by managing multiple 

operations simultaneously, facilitating both offensive (red teaming) and defensive (blue teaming) 

operations.  The CALDERA server can be deployed on a Windows server or Windows 10 platforms, 

while its remote agents are designed to operate on Windows-based systems. CALDERA's agents are 

designed to be deployed on endpoints where, to ensure their functionality, any antivirus software must 

be temporarily disabled.  It is noted that the installation and configuration process of CALDERA's 

components is relatively more complex and time-consuming compared to other threat 

emulators(Zilberman et al., 2020).  

In CALDERA, operations are characterized by an adversary profile, which is essentially a 

collection of abilities or operators, and the selection of a planner. The planner brings these abilities into 

action by turning them into instructions for the agents to execute. Each operation, from its 

commencement, sustains its unique set of facts and the relationships connecting these facts. CALDERA 

agents, implemented as implants, perform the role of executing abilities on host machines. Their 
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functionality can dynamically adapt during an operation. For example, an offensive operation may 

commence with a solitary agent on an initial host, but as the operation unfolds, new agents might be 

implanted on the compromised hosts, and some agents might be terminated due to counter-operations or 

machine failure. These agents are designed to continually connect with the server for acquiring 

instructions. Abilities constitute the actions that agents can perform. These can include activities like 

harvesting usernames and passwords, establishing remote file shares, and organizing remote tasks. 

Abilities are detailed in YAML files, which include a name, description, and a set of instructions and 

requirements that depend on the platform. The design of abilities is quite flexible, thus enabling the 

definition of new capabilities with minimum coding. The CALDERA framework, written in Python, 

also includes a plugin interface that implements much of its core functionality. All the planners, abilities, 

and agents are disseminated through plugins for CALDERA.   CALDERA is distributed with an 

extensive repository of distinct abilities, many of which are automatically imported from the Atomic 

Red Team library(Atomics - Explore Atomic Red Team, n.d.). However, the requirements and parsing 

referenced by Python objects make automatic translation from their YAML definitions to the Planning 

Domain Definition Language (PDDL) challenging(Miller et al., n.d.). Advanced reasoning techniques 

are essential as defenders assess the impact of deploying deceptive measures on their networks, such as 

honeypot servers and fake credentials. Automated planners can be more selective with the facts used, 

making effective deception strategies more difficult to predict (Miller et al., n.d.). 

2.5.2.2 Atomic Red Team 

Atomic Red Team (Explore Atomic Red Team, n.d.) is a comprehensive library for threat 

emulation, featuring a collection of lightweight, quickly executable security tests that are intended for 

use by security teams. These tests can be run using various interfaces such as the command line, 

PowerShell, and Shell, providing flexibility in execution. The compatibility of Atomic Red Team 

extends across all primary operating systems, demonstrating its wide applicability. This tool supports a 

broad range of techniques covering persistence, privilege escalation, defense evasion, credential access, 

and discovery tactics. A significant number of techniques are available for each of these categories. 

Moreover, it provides methods for lateral movement and the simulation of Command and Control 

communication, enhancing its capabilities in emulating sophisticated threat scenarios. One of the 

distinguishing features of Atomic Red Team is its integration with the MITRE ATT&CK framework. 

Every procedure within the library is mapped to this matrix, allowing for a clear understanding of the 

threat landscape being emulated. Additionally, it supports the integration of custom procedure scripts, 

offering flexibility for tailoring tests to specific needs. In its toolkit, Atomic Red Team incorporates 

third-party utilities such as mimikatz for performing advanced techniques like credential dumping. A 

noteworthy feature is its evasion capability; most of the procedures in the Atomic Red Team library can 
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go undetected by antivirus tools. Another critical attribute is its cleanup functionality at the procedure 

level, which helps maintain system integrity post-test. Furthermore, it provides onscreen logging, 

displaying real-time information about the ongoing procedure during the execution of an attack. The 

library's documentation primarily resides within the comments of the procedure scripts, providing 

essential guidance directly in the code.  

2.5.2.3 Meta  

Metta (GitHub - Uber-Common/Metta: An Information Security Preparedness Tool to Do 

Adversarial Simulation., n.d.), an initiative by Uber Technologies, serves as a threat emulation solution 

principally aimed at evaluating endpoint security, although it does comprise a suite of network security 

testing procedures as well. It is capable of operation on a variety of endpoint systems, including Linux, 

Windows, and MacOS, showcasing its broad compatibility. Using Metta does demand some initial setup, 

requiring the installation of a Redis server, Python 2.7, and Vagrant, which makes the setup process 

slightly more complex compared to other threat emulators. Metta's arsenal consists of numerous in-built 

attacks, each one executing all the techniques that fulfill a particular tactic. For instance, an attack might 

employ all techniques dedicated to user data collection. Such an attack does not aim to mimic the 

complete attack lifecycle but instead focuses on an extensive evaluation of specific defense targets. 

Metta equips its users with the ability to design custom multi-procedure attacks, yet this feature 

necessitates that operators possess coding experience to add, launch, and manage such attacks. Metta 

supports Command and Control and lateral movement tactics. However, lateral movement procedures 

are exclusively implemented for Linux OS. In terms of tactics, Metta offers various techniques to 

accomplish discovery, credential access, and defense evasion, each having a reasonable number of 

techniques. In contrast, persistence, privilege escalation, collection, and exfiltration tactics are supported 

with a limited number of techniques. A significant aspect of Metta is that most of its procedures were 

able to evade detection by antivirus tools. It provides on-screen logging for each attack, and a log file is 

generated upon the completion of each attack.  

2.5.2.4 Infection Money 

Infection Monkey (Infection Monkey | Akamai, n.d.) is a threat emulation tool primarily designed 

for evaluating and strengthening defenses against lateral movement and discovery tactics, with a focus 

on initial access. This tool includes a Command-and-Control component and a Remote Access Trojan, 

both of which need to be installed on the endpoints. As the RAT used by Infection Monkey is typically 

flagged as a threat by antivirus tools, it necessitates the temporary disabling of such tools for proper 

functionality. The server component of Infection Monkey can be installed on any operating system, and 

the user does not require any additional expertise to initiate an attack. However, its RAT component is 

compatible with Windows and Linux OSs, but not MacOS. Using the Infection Monkey RAT, the user 
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can select the first machine to be compromised among the available endpoints. The tool also provides 

reports on machines that were infiltrated during the process of lateral movement. Infection Monkey was 

conceived with the specific objective of testing defenses against lateral movement. However, it does not 

boast a broad spectrum of tactics and supports a limited number of techniques. Despite these limitations, 

the tool's techniques and exploits draw from real-world scenarios, closely mirroring the behavior of 

actual attackers during lateral movement. Infection Monkey provides robust logging capabilities, 

recording the progress of each executed attack within the interface and supplying a comprehensive 

review of the results.  

2.5.3 Comparison of adversary emulation tools 

Some interesting implementations of adversary emulation tools were presented above, however 

we can refer to work (Zilberman et al., 2020) were open-source threat emulators are compared to extract 

additional information that can be useful for our development.  

 The comparison of different threat emulators took into consideration multiple red teaming use 

cases that also can overlap with APT Malware Simulator: 

• In training exercises, the goal is to challenge the defense mechanisms of the blue team, often 

within a controlled environment like a cyber range. A comprehensive understanding of the 

asset’s security effectiveness is derived from such exercises, thus enhancing mitigation and 

response efficiency. In the absence of a skilled red team, a non-specialist operator could use a 

threat emulator to train the blue team on typical scenarios.  

• The assessment of security tools is crucial for accurately positioning a product within the 

cybersecurity landscape. Factors such as an organization's assets, regulations, size, and 

operational environment characteristics shape their security needs. An organization can use 

threat emulators to compare and evaluate security tools without risk to their security status. These 

emulators enable the creation and replication of simulated attacks, aiding the comparison of 

different security measures. 

• Organizational security assessment, security controls and standard security assessment activities 

are defined by regulations and standards.  

• What-if analysis focuses on the consequences of changes in the operational environment, 

ignoring the causes. Such analyses assess the potential impact of security events and prioritize 

the respective mitigation activities. By using threat emulators, the process of what-if analysis can 

be largely automated, allowing the reproduction of attack scenarios with changes to specific 

attack parameters. 
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In the assessment of threat emulators(Zilberman et al., 2020), several criteria were considered to 

evaluate their utility and effectiveness: 

Environment compatibility was examined as one of the main criteria, which includes factors such 

as operating system compatibility, any required changes in the security array, and special prerequisites. 

A good threat emulator should be able to support all operating systems used by organizational endpoints, 

operate without requiring changes in the organizational security array, and ideally be self-contained 

without needing additional third-party tools or special privileges.  

Scenario definition was also evaluated, which is particularly important in mimicking complex 

and realistic attacks. Here, criteria included the ability to add new procedures, configure existing ones, 

create multi-procedure attacks, and cover diverse TTPs. Ideal emulators should support the addition of 

new procedures, enable configuration of both built-in and new procedures, support the creation of 

custom multi-procedure attacks, and implement a diverse set of attack techniques for a comprehensive 

assessment.  

The scenario execution was considered as well. This includes the ability to stop an attack mid-

runtime, the capability to clean up after an emulated attack, and the functionality to produce and store 

log files. 

 

 

2.6 The summary and main results of the second chapter 

Malware is any software that was developed with aim to harm or exploit a computer system. It can 

be classified into different type such as viruses, worms, trojans etc., each of which has its distinctive 

behavior patterns. APT malware is a type of malicious software that is specifically designed to be 

stealthy and evade detection by security systems. It is often used in APT attacks, which are long-term, 

targeted cyber-attacks that seek to gain unauthorized access to a network and remain there for an 

extended period of time. Regular malware, also known as “commodity malware,” is typically less 

sophisticated and targeted than APT malware, sophistication usually includes usage of advanced 

customization, evasion and persistence techniques, usage of encrypted communication channel with 

C2C, usage of social engineering and zero-day vulnerabilities. Typical APT attack model can be 

presented by Cyber Kill Chain framework and consist from 7 stages: reconnaissance, weaponization, 

delivery, exploitation, installation, command and control, actions on objective.  

Different malware propagation models are proposed, they utilize different parameters of malware 

and target system to predict propagation of malware through computer network, infection rates. Also, 
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some malware simulator frameworks are proposed. Usually, they utilize agent-based architecture, 

allowing to specify behavioral patterns for different agents. Some of them also propose to utilize target 

environment by simulation possible software on target system and users. 

Adversary emulation replicates potential attacker tactics, techniques, and procedures to simulate 

a wide array of threats, helping organizations understand and mitigate possible vulnerabilities. Red 

teaming is a comprehensive process where security professionals mimic potential adversaries to exploit 

an organization's digital infrastructure weaknesses. Although red teaming is a beneficial cybersecurity 

practice, it often faces implementation barriers such as financial expenses, time constraints, and the 

availability of skilled personnel. Consequently, the idea of automated adversary emulation tools has 

gained prominence, proposing numerous models, frameworks, and prototypes to streamline the process. 

A pivotal part of automated red teaming is the integration of artificial intelligence planning with 

automated penetration testing, focusing on uncertainty and interaction among attack components. 

Different planning models have been adopted to accommodate varying levels of system observability 

and uncertainty, ranging from deterministic STRIPS planning to more sophisticated online and partially-

observable planning models. These models handle the uncertainty of outcomes relative to given 

scenarios and adapt to responses from the system. Based on the insights garnered from adversary 

emulation, red teaming practices, and the analysis of various threat emulation tools, these principles and 

methodologies could be effectively adapted to develop an advanced persistent threat malware simulator. 

2.7 Conclusions of the second chapter 

Advanced persistent threats are a type of malware that is specifically designed to infiltrate and 

remain undetected on a target's system for an extended period of time. The problem with APT malware 

is that it is targeted, continuous and sophisticated, and it evades signature-based detection, so new 

methods such as heuristic or more advanced methods of detection are required. One of the key distinctive 

features of APT malware is its sophisticated methods of evasion, infection, and attack behavior that sets 

it apart from traditional malware. This makes it a more significant threat as it is difficult to detect and 

remove. 

With the rise of APT malware, classification and detection methods require more sophisticated 

approaches and techniques, as well as more data for modeling and evaluation. Despite the increasing 

need for APT malware simulation, there is a lack of tools that can help simulate malware actions on real 

systems, especially for APT malware. However, a common approach can be improved to create an APT 

malware simulator. Such simulator would provide researchers with a tool to test other defense 

mechanisms against APT malware, simulate its activity on observed systems and develop effective 

defenses against it.  
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The objectives and goals of automated adversary emulators and APT Malware Simulators have 

overlapping elements, primarily due to their mutual goal on testing and enhancing the resilience of 

organizational security controls and countermeasures. Yet, their methodologies, features, and target 

environments can substantially differ.  Automated adversary emulators typically focus on executing 

what-if analyses in various scenarios, replicating the techniques, tactics, and procedures (TTPs) used by 

real-world threat actors. These simulators are typically constructed as all-in-one scripts that deploy a full 

suite of adversarial behavior within a single environment. They do not usually segregate different TTPs, 

but instead operate in a holistic manner to emulate a comprehensive threat scenario, leveraging the 

interconnectedness of various tactics and techniques. The principal focus of these emulators lies in 

evaluating existing environments, identifying potential vulnerabilities, and highlighting areas for 

strengthening security controls. If the environment is not fully suited or primed, these emulators might 

fail to generate meaningful outcomes, as their functional dependence on the target environment is high. 

On the other hand, an APT Malware Simulator should embody a more specialized approach. It 

should be designed to emulate the behavior of specific malware entities, replicating their signature traits, 

propagation methodologies, and payloads. It not only emulates the malicious activity in real-time but 

also possesses the capacity to generate a repository or database of malicious behavior patterns for future 

reference. This database can further be used to train or evaluate security systems, augment threat 

intelligence and enhance predictive threat modeling. Unlike adversary emulators, malware simulators 

should not entirely dependent on the target environment for their operations, as they can effectively 

simulate the assigned malware behavior independently. 

Despite these differences, the methods, models, and criteria used in adversary emulation can be 

highly informative and constructive when developing an APT Malware Simulator. For instance, the 

tactics and techniques utilized by automated adversaries can be co-opted to make the malware simulation 

more realistic. Similarly, the methods used to assess and compare adversary emulators can be adapted 

to evaluate the efficacy and accuracy of malware simulators. 
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3. APT Malware Simulation System 

3.1 Use cases  

Describing the possible scenarios or use cases, where APT Malware Simulator could be utilized 

effectively, we can identify the functional and non-functional requirements that can be instrumental in 

the design and implementation of a prototype.  

The primary application of the APT Malware Simulator is geared towards the creation of a 

comprehensive database that presents adversary behavior. This rich data repository will serve as a 

training ground for artificial intelligence systems, specifically in the development and refining of 

machine learning models for the detection of APT malware. The use case can be described as training 

of detection model, here a user seeks to generate a well-rounded dataset encompassing both normal and 

suspicious behaviors, last one will be generated with APT simulator. The purpose of such a dataset is to 

serve as an efficient training platform for machine learning models, aiming to enhance their capacity in 

detecting APT malware. This approach differs from the conventional goal of adversary emulation tools. 

In essence, adversary emulation tools are primarily designed to mimic TTPs of specific threat actors 

with the objective of assessing an organization's security posture and resilience against known threats. 

They are fundamentally reactive, testing defenses against already known TTPs. Typically, they either 

execute a single script comprising all possible TTPs against a target or the user creates and runs an 

available plan based on known TTPs. These modes of operation primarily focus on emulating known 

threat actor behaviors within a specific scenario. In contrast, the APT Malware Simulator demands a 

more complex and comprehensive approach. It necessitates conducting a series of simulations across 

diverse environments to encompass all possible scenarios that will mimic APT behavior. This involves 

not only emulating known chains of TTPs, but also creating novel ones, thereby offering a more 

complete and effective approach to understanding and mitigating potential APT threats.  

Also, the APT Malware Simulator can serve as a tool for assessing the resilience and 

effectiveness of a system or network's defensive measures. By simulating a range of APT malware 

activities, users can observe and analyze the response of their defense systems to these simulated threats. 

This active testing can help identify potential vulnerabilities or weak points in the defenses, which may 

not be as effectively detected by adversary emulation tools, which typically run known TTPs. The APT 

Malware Simulator, with its ability to generate novel threat scenarios, provides a more exhaustive and 

holistic test of the defense mechanisms. Also, it is possible to include defense mechanisms or its absence 

as a part of environment of simulation that will result in new possible combinations of simulation.  
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Summary of use cases from user perspective as well as from system maintainer perspective is 

provided on Figure 3.1. on Figures 3.2-3.3 sequence diagrams are presented. 

 

 

Figure 3.1 – System use cases diagram  

 

 

Figure 3.2 – Sequence diagram of simulation process 

 

 

Figure 3.3 – Sequence diagram of object creation or update 
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3.2 Functional and non-functional requirements 

In designing the APT Malware Simulator, it is crucial to define both functional and non-functional 

requirements to ensure the system meets its intended goals. Functional requirements detail the specific 

behaviors and operations the simulator must perform, such as simulating various malware tactics and 

techniques, managing simulation environments, and collecting behavior data. Non-functional 

requirements, on the other hand, address the overall system qualities and performance standards, 

including scalability, reliability, usability, and security. These requirements provide a comprehensive 

framework to guide the development and evaluation of the simulator, ensuring it is both effective in 

functionality and robust in performance. 

3.2.1 Functional requirements  

The functional requirements of the APT Malware Simulator define the specific capabilities and 

features that the system must possess to achieve its objectives. These requirements outline the necessary 

actions the simulator must be able to perform, such as the accurate replication of adversary tactics and 

techniques, the dynamic creation and management of simulation environments, and the comprehensive 

logging of simulation activities. 

3.2.1.1 Simulation of APT Malware Activity 

The functional requirements of an APT Malware Simulator encompass the capability to replicate 

a broad array of APT malware activities, which extend but are not limited to system persistence, lateral 

movement through a network, data exfiltration, and the evasion of detection mechanisms. A central 

functional requirement, therefore, is to simulate these activities in an accurate and comprehensive 

manner. Contrary to the current implementations of adversary emulation tools, an essential functional 

requisite of the APT Malware Simulator is the distinct separation of different APT attacks. Typical 

adversary emulation tools tend to conduct a spectrum of possible TTPs within a single run script on the 

system. This approach lacks the granularity necessary for the purposes of the APT Malware Simulator. 

A high degree of separation is vital to ensure the integrity of input data for subsequent machine learning 

training, where the input is a specifically executed chain of TTPs. In essence, the APT Malware 

Simulator requires a more modular and structured implementation of TTPs. In addition, each simulation 

necessitates the creation of a suitable environment. Unlike adversary emulation tools that typically 

operate within a pre-defined system, the APT Malware Simulator must account for a myriad of possible 

environments. This requirement underlines the need for a more versatile and adaptable architecture, 

capable of configuring a conducive environment for each simulation. Therefore, the APT Malware 

Simulator requires the dynamic creation and management of simulated environments to accurately 

represent and execute various APT scenarios.  
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3.2.1.2 Creation of a Realistic Dataset 

One of the critical functional requirements for the APT Malware Simulator is the creation of a 

realistic and comprehensive dataset. This dataset must adequately represent the complexity and diversity 

of APT malware activity within a system. Contrary to an expansive dataset that might encapsulate both 

benign and malicious system activities, the Simulator is primarily geared towards simulating the 

malicious activity characteristic of APT malware. 

Creating this dataset involves meticulously logging all the actions carried out by the APT 

malware simulator during its operation. This log needs to chronicle the progression of executed TTPs, 

including the details of the tools used, parameters involved, order of execution. Each entry must be time-

stamped and contextualized, providing a detailed trail of the simulated APT operation. The generated 

log should contain all the necessary elements for training a machine learning model. In other words, it 

should be formatted in such a way that it can be readily fed into a model without significant pre-

processing. This implies that the log must be consistent, structured, and exhaustive, capturing every 

action and reaction within the simulated environment. The core objective of this requirement is to 

construct a high-fidelity dataset that accurately mirrors the intricacies and nuances of real-world APT 

malware activity. This dataset not only forms the backbone of the machine learning model training but 

also serves as an invaluable resource for cybersecurity researchers, educators, and analysts who wish to 

gain insights into the operational mechanics of APT malware. 

3.2.1.3 Simulation Control and Flexibility 

Another key functional requirement of the Simulator is to offer significant simulation control 

and flexibility. Unlike the discussed adversary emulation tools, the Simulator is expected to replicate a 

multitude of possible attacks across various systems, providing a comprehensive depiction of APT 

malware behaviors. However, to offer to the specific research needs, the Simulator should also provide 

an option for selective simulation. This feature would allow users to choose specific TTPs, or even 

particular executors, thereby tailoring the simulation according to their distinct objectives. By doing so, 

it becomes possible to drill down on particular elements of APT activity and to study them in depth, 

whether to understand a specific threat actor's behavior or to test system defenses against a known 

exploit. 

3.2.1.4 Integration with Other Systems 

While the Simulator's primary objective is the accurate replication of malicious APT activity 

within a given environment, its design is not concentrated on the collection or analysis of system 

responses or security logs resultant from these activities. The goal of a simulation is often enriched by 

the corresponding system reactions, which provide invaluable insights into the efficiency of the current 
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defense mechanisms and the potential vulnerabilities within the system. Therefore, the Simulator should 

be architecturally designed to facilitate seamless integration with external monitoring tools or systems. 

This interoperability would enable these secondary tools to concurrently operate during the simulation, 

capturing real-time system responses, collecting relevant security logs, and performing post analyses if 

needed. Such an integrated approach significantly expands the Simulator's functionality without 

diverting its core focus on replicating APT behaviors. The integration capability aligns with the 

multifaceted nature of cybersecurity operations, where diverse tools are often used in concert to provide 

a comprehensive security analysis. It further allows for customized simulation environments where users 

can deploy their preferred response logging and analysis tools, thus enhancing the Simulator's flexibility 

and broadening its potential applications. 

3.2.2 Non-functional Requirements 

The non-functional requirements of the APT Malware Simulator address the overarching 

qualities and performance standards necessary for the system to operate effectively and efficiently. 

These requirements focus on aspects such as scalability, reliability, usability, and security, which are 

essential for ensuring that the simulator can handle varying workloads, provide consistent performance, 

and be user-friendly. 

3.2.2.1 Performance 

The simulator should be designed to make optimal use of CPU, memory, and storage, ensuring 

effective operation across systems with varying capabilities. The importance of parallel processing is 

also a critical aspect, as the tool should be engineered to run multiple simulations simultaneously. This 

could be achieved through multi-threading or distributed computing techniques, significantly enhancing 

performance while reducing simulation time. 

The scalability of the simulator is a key consideration. It should be built to manage an increasing 

load of APT/Malware simulations effectively, with capabilities for both horizontal and vertical scaling. 

Performance metrics such as throughput, response time, and processing speed should be defined to 

evaluate the simulator's effectiveness in real-world scenarios. The system also should provide flexibility 

in resource allocation, allowing users to specify and adjust the resources dedicated to the simulation, 

tailoring it to their system's capabilities and requirements. 

3.2.2.2 Security 

The requirement ensuring that the simulation environment is rigorously isolated and controlled. 

This isolation is pivotal to prevent any potential harm to other systems. The simulator is envisioned to 

operate in a securely encapsulated environment, where all activities are confined within defined 

boundaries. This approach ensures that any actions, even if they replicate malicious behavior, remain 
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entirely within the controlled simulation space, eliminating the risk of inadvertent impact on external 

systems or networks. The design of this controlled environment should be guided by best practices in 

cybersecurity, ensuring a high level of security integrity while allowing for comprehensive simulation 

of APT and malware activities. 

3.2.2.3 Usability 

In addressing the usability aspect of the non-functional requirements for the APT/Malware action 

simulator, the focus is on ensuring that the system is user-friendly and accessible. The interface design 

is envisioned to be intuitive, facilitating ease of use even for individuals who may not possess extensive 

technical expertise in APT or malware simulations. The system is designed to provide clear guidance 

and support, allowing users to navigate through various functionalities effortlessly. Emphasis is placed 

on creating a seamless user experience, with features such as straightforward controls, clear and concise 

documentation, and responsive feedback mechanisms.  

3.2.2.4 Extensibility 

It is required that the system is designed to be inherently adaptable, allowing for the incorporation 

of various user-specified tools and scripts. This extensibility is key to enabling users to customize their 

simulation experiences, particularly in terms of the data they wish to collect and analyze, such as system 

logs, network traffic, and other pertinent information. The system should be built with a modular 

architecture, facilitating the easy integration and interchange of different components and tools. This 

design approach ensures that as user needs evolve or as new technologies emerge, the simulator can be 

readily updated or expanded, maintaining its relevance and utility over time. 

3.2.3 Summary of system requirements  

Table 3.1 represents summary of systems requirements. 

Table 3.1 – Summary of system requirements  

Functional requirement code Name Description 

fr.1 Simulation of APT activity System can be used to simulate APT 

malware activity 

fr.2 Creation of realistic dataset System is able to simulate realistic 

APT activity and developed with 

intend to provide interface for activity 

database collection 

fr.3 Simulation control and flexibility System can be easily configured to 

simulate specific scenarios 

fr.4 Integration with other systems System provides interface to extend 

its functionality e.g. log collection, 

activity collection, automation of 

scenario generation 
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nfr.1 Performance System can conduct simulation in 

consistent time and do not require 

special hardware set up to run 

nfr.2 Security System isolates simulation process to 

prevent any security incidences 

nfr.3 Usability Simulation can be run easily from 

user perspective 

nfr.4 Extensibility System can be easily updated with 

new attack definitions and user 

specified scripts that allow to tune 

simulation or capture gather data  

 

3.3 Simulation model  

The model for the APT Malware Simulator will be based on integrating the well-established 

Cyber Kill Chain framework with the comprehensive MITRE ATT&CK knowledge base. This 

integration is critical for simulating adversary tactics and techniques grounded in real-world 

observations, ensuring the simulator's relevance and accuracy. In the second section of this thesis, the 

concept of models for adversary emulations is thoroughly discussed. Building upon this foundation, the 

APT malware Simulator model is designed to not only align with existing adversary emulation 

paradigms but also to extend them. This extension is achieved through a strategic segmentation of 

specific APT attacks within distinct environments. Unlike some adversary emulation tools that execute 

a selected set of scripts emulating a broad range of TTPs, this simulator aims for a more targeted 

approach. Advanced tools like CALDERA, which allow for the selection of a defined attack chain to 

simulate specific APT groups, also influence this model. However, the unique proposition of this 

simulator lies in its offline planning approach. In this approach, high-level objects are first defined to 

represent the array of possible Tactics and Techniques usable by adversaries. Ideally, this covers all 

TTPs proposed by ATT&CK, with a focus on those directly observable on a target system such as 

Execution, Persistence, and Collection. The model also finds a novel application for Tactics that are not 

directly visible on the target system (like Reconnaissance, Resource Development), using them to 

logically set specific environments for further execution. Subsequently, scripts are developed to 

construct these specific environments and execution chains, simulating an attack. The core of this 

simulation is to mimic the strategies and methods used in historical APT attacks, acknowledging the 

inherent challenge of rapidly changing attack methods compared to more variable IOCs and attacker 

tools. 

The model's development is significantly informed by MITRE's concept of Adversary Emulation 

Plans, which demonstrates the practical application of the ATT&CK framework. These plans, derived 

from publicly available threat reports, offer a structured methodology to link ATT&CK tactics based on 
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common red teaming experiences. This involves investigating specific APT groups identified in 

ATT&CK to create potential emulation plans that mimic these groups' known TTPs and behaviors. A 

notable aspect of these plans is the flexibility they offer in implementation, allowing operators to use 

common tools, scripts, or binaries while still adhering to the adversary's known behavioral patterns. An 

additional layer of flexibility can be introduced in the model through the use of existing open-source 

tools and codebases. This allows for dynamic generation of binaries during the planning phase, providing 

variability in IOCs while maintaining consistent behavioral patterns. 

 

Figure 3.4 – Visualization of approach that will be used for building the simulation system 

 

 

Figure 3.5 – Visualization of flow of proposed system 
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3.4 System Architecture and proposed implementation 

 

Figure 3.6 – System architecture diagram 

 

 The architecture of the APT Malware Simulator is conceptualized as a multi-module system, 

each with distinct responsibilities that collectively contribute to a robust simulation environment, 

visualization of system architecture is presented on figure 3.6. 

The Graphical User Interface (GUI) is developed as the user’s gateway to the simulator, 

providing an interface for the configuration and monitoring of simulations. It allows users to define 

simulation parameters, initiate and monitor simulations, and get the results. The GUI is designed to 

abstract the complexity of the underlying simulation processes into user-friendly controls and 

dashboards. 

The Configuration Management Module is designed to be the manager of user input 

configurations. It processes the user's instructions, such as the selection of TTPs to filter, and the specific 

plans to be executed. It also handles the details of data collection during simulations, like, for example, 

scripts for monitoring Windows registry changes etc., ensuring that the user’s data collection 

requirements are seamlessly integrated into the simulation workflow.  

The Logging Module captures a detailed record of the simulation process. It logs every event 

and change, and all simulation steps providing a comprehensive dataset for post-simulation analysis. 
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The Planning Module serves as the command center for simulation plans and objects that 

describe TTPs and contain information on how to simulate them and how to create environment for 

simulation. It provides the tools to generate and construct detailed simulation plans. Each plan is 

meticulously crafted, detailing the environment setup and defining the scripts and binaries that will be 

used to simulate the malware activity. This module acts as the strategic planner, where the abstract 

concepts of threat emulation are translated into executable actions. It provides following by utilizing 

Environment Management Module and Script Building Module.  

Environment Management Module is essential for creating a controlled simulation space, this 

module manages the setup, maintenance, and teardown of the simulation environment. It ensures that 

each simulation has access to the necessary resources and that the environment conditions reflect the 

specific scenario being emulated, while Script Building Module automates the generation of executable 

scripts based on predefined simulation conditions. It ensures that the simulation's operational logic is 

encapsulated within scripts that can be executed with precision, supporting complex and varied 

simulation scenarios. 

Agent control module is new feature that not discussed in the model but it rather needed for 

correct implementation. It will help to properly set simulation environment by delivering required files 

and configuration and setting up required services, synchronize simulation activities between attack and 

target hosts and support in some implementation of simulation activities. For example, if user needed to 

run some specific file for initial attack vector, or attacker on some stage tries to use keylogger, such user 

activities can be simulated by introducing such agent. 

 After presenting general concepts with description above, in next sub-section some additional 

details will be given with examples of proposed implementation during experimental and prototyping 

phases.  

3.4.1 Environment manager 

The most important thing during implementing the environment management module is to select 

platform that will give full control over OS that is virtualized, during prototyping phase two Type 2 

hypervisors were chosen for implementation: VMware Workstation Pro(VMware Desktop Hypervisors 

for Windows, Linux, and Mac, n.d.)  and VirtualBox(Oracle VM VirtualBox, n.d.). Common interface 

and implemented solution for VMWare Workstation is presented on figure 3.7. 
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Figure 3.7 – Interfaces used for environment management module and their implementation in 

prototype 

 

 From the diagram we can see that not only full OS control is mandatory but also ability to revert 

OS to some base state, interact with OS to execute command and run programs, sent file (without direct 

network interaction with guest OS itself), start and stop OS. It is small interface to implement, for 

VMWare environment both local REST API server and vendor provided binaries(vmrun) for guests 

control are used. Some essential functions implementation in Python are presented below as an example.  

 

 

Figure 3.8 – Example of some interface functions implementation for VMWareWorkstationProHost 

that is presented on figure 3.7 

 

 Things that are also important for implementation are ability to execution under privileged 

account that is present on the system and ability to revert to state that is preconfigure as base snapshot 

before any environment configuration or simulation is started.  It allows to install required software, 

update guest configuration file, set up network, create unprivileged account and to do everything that is 

required for successful simulation on that host. 
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 As seen from architecture diagram (fig. 3.6), GUI (skipped from diagram for simplicity) is used 

for all configuration, so environment configuration is also configured through GUI:  

 

 

Figure 3.9 – Part of the GUI that used to define configuration for environment 

 

 Regarding other relationship from architecture, as a database for prototype flat files in JSON and 

raw text format are used that are logically separated in folders for each of the modules (Actions · Master 

· Artem Makartsov 20222143 / APT Malware Action Simulator · GitLab, n.d.). Script building module 

implemented as part of different classed, for example for initial network set-up following scripts, 

depending from target environment are used: 

 

 

Figure 3.10 – Example of script definition for network set up for Windows hosts 

 

 

Figure 3.11 – Example of script definition for part of network set up for Linux hosts 
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Each script that introduces some configuration for environment (and for techniques simulation, 

that will be discussed later) support dynamic parameters, when possible, therefor allowing for different 

IOC and artifact that left on the system after each simulation. For example, if network config defined 

with random parameter for IP address (fig. 3.12), we will have different IPs for hosts that are used for 

simulation (fig. 3.13). 

 

 

Figure 3.12 – Example of network configuration 

 

 

Figure 3.13 – Raw execution log that summarize all step it takes to initialize environment before 

configuration and simulation will be started, and impact of dynamic paraments for script files, where 

in this case random IPs from selected range are generated  

 

 As seen from figure 3.13 simulation for selected test plan is started from building the 

environment, VMs are booted and simulator ensures that OSes ready for simulation. Worth to note that 

network configuration is performed on initialization stage, because in fact all simulations activities will 
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require network connectivity between hosts, however any other configuration will be executed after 

initialization depending from which simulation plan were chosen (from the way how techniques will be 

simulated). Common network diagram that can be used in prototype is presented on figure 3.14, it 

includes all possible host types, however if plan does not include some specific host, it will not be used 

and initialized. Regarding technical requirements, in theory any operating system that is supported by 

hypervisor to be used as guest or host OS can be used, but some approaches for simulation of techniques 

can introduce restrictions to that, for example some binary that works only on Windows 10 but not on 

Windows 7 etc. For reference table 3.2 present environment that used during prototyping. 

 

Table 3.2 – Environment information that used for prototyping stage 

Used as Version 

Host OS/Guest OS Windows 10.0.19045 Build 19045 

Guest OS Windows 10 Pro Build 19044.4291 

Guest OS Linux kali 6.3.0-kali1-amd64 

Guest OS Linux debian 5.10.0-21-amd64 

Guest OS Windows Server 2022 Datacenter Build 20348 

Hypervisor   VMware® Workstation Pro 17.5.0  

 

 

Figure 3.14 – Diagram that show simulation environment on different layers 
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 Diagram in figure 3.15 summarize all steps and requirements from user perspective to setup and 

configure environment for simulation: 

 

 

 

Figure 3.15 – Diagram that show process of adding new machine to Simulator environment from user 

perspective 

 

3.4.2 Simulator concepts and implementation  

3.4.2.1 Defining Action 

As was mentioned in the section that describes Simulator model each action that can be 

performed during APT malicious campaign will be defined and aggregated logically trough Techniques, 

this object includes information on how to simulate such activity, supported platforms for simulation, 

what should be configured so simulation will be successful and some additional metadata. For describing 

such object programmatically and logically Attack Flow(Attack Flow v2.2.1 — Attack Flow v2.2.1 

Documentation, n.d.) project by MITRE was utilized, including language to describe common object 

required for simulation and philosophy of defining attack though graphs as sequence of actions that can 

setup something for other actions or introduce new effects to the system, it introduces a formalized 

language(extension of STIX2.1 standard(STIXTM Version 2.1, n.d.)) that standardizes the description 

of adversarial behaviors and their sequences, encapsulated within Techniques. 
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Figure 3.16 – Diagram of object and their relationship in main Simulator module 

 

 On figure 3.16 diagram presents objects defined and implemented in prototype and relationships 

between them. Environment management module skipped for this diagram for simplicity, interface from 

fig. 3.7 is used, also attack flow model module and stix2 module is just definitions how data should be 

organized, official Python modules are used for this purpose.  

Action as term used ambiguously in the implementation, as a class it represents an adversary 

executing a specific technique. As an example, T1003.001: OS Credential Dumping: LSASS Memory 

during plan generation phase when this action is selected it simply means adversary utilized this behavior 

during a specific attack and we want to simulate it. During plan configuration action means specific way 

to simulate this behavior, on figure 3.17 Action shown in general term, and on figures 3.18.1, 3.18.2 

Action used as term to show how specifically to simulate some behavior encompassed by Technique. 

 

Figure 3.17 – Raw representation of Action configuration in general terms for T1003.001 technique 
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Figure 3.18 – Raw representation of specific actions that can be used to simulate T1003.001 technique 

 

As can be seen from figure 3.18 raw configuration does not show what exact commands or 

programs are used during simulation it just defines file to referee to, to have complete example here on 

figures 3.19.1, 3.19.2 raw commands files for T1003.001 technique are presented. 

 

 

Figure 3.19.1 – Raw commands for T1003.001 through lsass.exe dump using procdump simulation 

 

 

Figure 3.19.2 – Raw commands for T1003.001 through usage of mimikatz simulation 
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From user perspective GUI should be used to define all configuration: 

 

Figure 3.20 – Part of GUI that allow to review, update, and create new Action objects 

 

 From figures presented for environment management and action configuration there few things 

that also should be explained.  

First, as was written philosophy of the action is to define how to simulate distinct technique, 

however in some cases simulation of one technique logically and technically could potentially include 

some other techniques. As an example, that was already provided for T1003.001 to run some custom or 

known tool on target host, attacker must first transfer it to target host, so simulation for T1003.001 

through usage of mimikatz will include T1105: Ingress Tool Transfer technique as well, moreover 

execution of mimikatz (or any custom/known binary in general) could potentially include additional 

technique such as T1106: Native API, T1204: User Execution, T1134: Access Token Manipulation etc. 

To address and utilize such inheritance, techniques that included for this action implementation are 

defined internally as “linked actions” they will be reference for report during report generation after 

simulation process. Looking ahead on figure 3.21 visualization for such inheritance is provided. 
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Figure 3.21 – Example of how one action that includes or depends on another action 

 

Second thing, is nature of some paraments for scripts and configurations. Most of them must be 

defined by user before simulation or left as defaults that already defined, but there is list of dynamic 

parameters that can be used as place holders or left without the value and be populated during runtime, 

this list is presented in Table 3.3. The idea behind it is to allow to change IOC and artifacts that can be 

found after simulation for each of the actions, e.g. IP address, file names, file hashes, URLs etc. can be 

randomized each time simulation is stared for selected action. Also, some of paraments can be marked 

to be inherited for environment or specific host and will be populated as input during current simulation 

run, e.g. interface names and IPs sticks to host state, current remote handler name for attacker, some file 

names or paths that intended to be persevered during whole execution chain. Example of usage of these 

parameters presented on figures 3.22-3.25. 

 

Table 3.3 – List of dynamic parameters that can be utilized in action definitions and configuration 

Parameter Replaced by 

random_str Random string [A-Za-z0-9_]{4,10} 

random_int Random integer 0-64555 

random_float Random float 0-1 

random_ip Random private IP address as string 

ip_target Current active IP address of host that targeted by this script 

ip_attacker Current active IP address of host with attacker role for this script 

attack_listen_port Next free port to handle remote connection on host with attacker 

role 

results_folder Path to folder to save results to for current execution 
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Figure 3.22 – ip_attacker will be populated during runtime 

 

 

Figure 3.23 – ip_interface_attacker is set by configuration and preserver as parameter for full 

execution process 

 

 

Figure 3.24 – file_name is parameter that must be defined by user during simulation configuration 

before any execution or default value will be used 

 

 

Figure 3.25 – Part of debug log that shows how parameters are processed and populated, and some 

parameters that preserved by hosts and partially utilized for this action 

 

 Last thing to explain is how definition of commands works. During plan creation and 

configuration for each of the actions script target is selected, therefor if target is not host with Attacker 

role, commands will be redirected to current remote handler that is associated with appropriated target. 

This behavior can be seen in debug logs on figure 3.25, it is assumed (and user should ensure that before 

any action that requires remote shell or similar type of communication between target and attack host, 

actions that set it ups will precede) that handler is already created, therefor all commands will be 
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redirected to common handler file for that host and processed by current remote handler program as a 

real attacker type these commands to remote session. If script target is set to be Attacker, commands 

will be simply executed on attack host (example, we want to run Nmap or other programs against some 

IP address).  From the user perspective, if commands for simulation need to be executed in some of the 

types of established remote session between attacker and target host, simply selecting correct script 

target is required and commands that should be executed in this session should be provide, as on figure 

3.22. Therefore, selecting host with Attacker role will simply run these commands, but for example 

selecting TargetFirstWindows will redirect these commands to appropriate handler associated with the 

target. Example of script that creates handler for unencrypted reverse shell connections presented of 

figure 3.27. This script is transferred to attacker host during setup phase and executed with correct 

parameters during action simulation to create appropriate handler, on figure 3.26 script that setup handler 

is presented. 

 

 

Figure 3.26 – Script that used to set up handler 

 

 

Figure 3.27 – Simple bash script that creates Python script that will be handling unencrypted TCP 

remote sessions between specific target and attacker 
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3.4.2.2 Building simulation plans 

After Actions are defined and saved to the database, simulation plan can be build using any 

sequence and combination of them. Some other objects that defined by Attack Flow language are also 

utilized for simulation plan definition. 

 

 

Figure 3.28 – Part of GUI that allows to create simulation Plan 

 

 The plan itself is represented using Attack Flow object, each action is represented as Attack 

Action and target for each action is represented as Attack Asset that are included into plan Attack Flow. 

Relationships between objects described though concept of effects, which refers to the outcome or 

change resulting from the execution of a technique by an adversary. For instance, effects can manifest 

as modifications to the state of an asset, such as opening port, acquiring some information, or achieving 

code execution. Effects are the products of actions and may set the stage for subsequent actions that rely 

on these initial effects, as an example in test plan on figure 3.28 first action setups remote session and 

appropriate handler between attacker and target hosts, by process that was mentioned in previous section. 

Therefore, in simulation plan chain of action forms relationship that will be shown as effect, as was 

mention in previous sections offline planning approach is used and it is assumed that one action will be 

executed after another, moreover concept of conditions also utilized through relationship to Attack 

Condition object which represents what need to be configured into environment to successfully execute 

action, and condition obviously always takes the true path (always satisfied). The commands itself, or 

what need to be executed represented as STIX Process objects. To visualize this plan definition concept 

diagram on figure 3.29 is presented.  
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Figure 3.29 – Example of simulation plan visualization  

 

3.4.2.3 Tunning and running simulation  

When simulation plan is defined and saved to the database, finally we can run the simulation. 

However, to achieve the main objectives simulator must provide interface that allow to collect the 

behavior during simulation, therefor as was discussed in previous section user must provide 

configuration that states what and how must me collected e.g. define what scripts and programs to run 

before that plan execution will be started and what evidences, artifacts, files to collect or run additional 

programs. On figure 3.30-3.31 GUI element is presented that allows user to define such configuration. 
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Figure 3.30 – Part of pre-simulation configuration example, in this case defines to copy and create 

snapshoot of Windows registry on host with TargetFirstWindows role, run tcpdump on Attacker host  
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Figure 3.31 – Part of post-simulation configuration example, in this case collects files with network 

capture and registry compare file and running appropriate commands and tools 

 

After configuration is provided (or saved one is imported and used) simulation can be started: 

 

 

Figure 3.32 – GUI element that used to start simulation 

 

To summarize all steps of the simulation, main Python function of Simulator module that 

performs all the required steps is provided on figure 3.33 and execution log with INFO level is provided 

on figure 3.34. Figure 3.35 presents example of content of results folder after test plan execution. 
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Figure 3.33 – Python function that encompasses whole simulation process 

 

 

Figure 3.35 – Example of result folder with files and results of scripts that collects some artifacts or 

behavior from the system during simulation 
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Figure 3.34 – Raw log that shows all main steps of simulation for test plan example 

 

 As seen from the logs on figure 3.34 for test plan simulation, at first environment is started and 

simulator ensures that OSes are booted and then setups network for them, then runs pre-simulation 

scripts defined by user that will help to collect information he is interested in. For each of defined Actions 

in the simulation plan environment is prepared to ensure that simulation of these actions will be 

successful. Next step is Action execution, it is where all Techniques are been simulated.  Then post-

simulation scripts are run to collect simulation results from the system, after that environment is reverted 

to its base state. 

3.5 Summary of third chapter  

The third chapter provides overview of the APT Malware Simulation System, focusing on its 

structure, functionality, model, and implementation. It outlines the primary objectives of the system, 

which include the simulation of APT activities to facilitate the understanding and improvement of 

defenses against such threats by allowing to collect data on adversary behavior during simulation. The 

system architecture designed to mimic realistic APT behavior within a controlled environment, ensuring 
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the generation of valuable insights without exposing real networks to risk by utilizing virtualized 

environment. Proposed implementation as prototype is described and presented with mapping to model 

and architecture showing all steps that required to maintain, configure, and run simulation.  

Before simulation user should define appropriate configuration for environment setup, approach 

to simulate specific techniques and what should be satisfied in environment so simulation will be 

successful. Chain of techniques that forms simulation plan and all required configuration and metadata 

then described using Attack Flow language and form simulation plan that is also can be configured or 

simply selected by user from database. Then user must provide configuration on how to collect behavior, 

artifacts, and other information he is interested in and finally run the simulation. For each plan to 

simulate appropriate environment is built using configuration of each Action in simulation plan, that 

contains information on what technique is been simulated, how to simulate this technique and what 

should be configured before simulation.  After simulation is finished user is provided with results that 

were defined to be collected by his configuration, simulation plan definition writted in Attack Flow 

langue and simulation logs. 

3.6 Conclusions of the third chapter  

Simulation model, system architecture and description of implementation for APT Malware 

action simulator were provided in the third chapter. Implemented prototype provides platform to define, 

simulate and collect behavior of simulated APT attacks. It implemented using active and popular 

versions of operating system and hypervisors, utilizing commonly known approaches for adversary 

emulation while proposing new approach for automation and description of such activities. 
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4. Evaluation of simulator 

4.1 Evaluation methodology 

Model and implementation proposed for simulator highly depends on MITRE ATT&CK 

framework, therefore to understand and evaluate if proposed solution allows to simulate APT behavior 

simulation plan for one of the APT groups will be created, simulation will be performed and collected 

evidences and behavior will be mapped against ATT&CK framework. This evaluation approach is 

backwards to what is user of the system should do to create correct simulation plans, usually first step 

will be defining what Techniques he is willing to include into the plan and in which order, to do so his 

first step will be mapping of report to the ATT&CK framework, or potentially user can utilize prepared 

emulation plans, description of APT campaigns and analytic reports with performed mapping.  

General best practices (Applebaum et al., n.d.; Cisa, 2021) of analyzing raw data, such is in 

evaluation case, generally begins with review of the data sources, which could range from logs generated 

by system monitoring tools to outputs from threat detection systems. The analysis aims to determine the 

focus of the adversary's activities such as specific files, system processes, or network flows and the 

actions performed on these objects. This initial inspection helps to hypothesize which ATT&CK 

techniques might be applicable. For each identified action or artifact, further analysis is required to 

substantiate the hypothesis. This involves looking for correlated  evidence such as the use of specific 

tools known to be favored by adversaries, interaction with system components commonly exploited in 

attacks, and signs of obfuscation or unusual network protocols that might indicate sophisticated 

adversary tactics. Additionally, analysts often begin with specific attributes observed in the raw data, 

such as tools used or particular system modifications, and expand their investigation to uncover broader 

patterns of behavior that may suggest other related techniques or tactics in the ATT&CK framework. 

For instance, an observation of altered registry keys might lead to the examination of other registry or 

system manipulations typically associated with persistence or defense evasion techniques. The approach 

can also start with analytics using detection rules implemented within security platforms like SIEMs. 

These rules are designed to parse and analyze the logs to flag potential indicators of compromise based 

on known patterns and signatures that correspond to the ATT&CK matrix. The insights garnered from 

these analytics help to further refine the mapping of raw data to specific techniques, enhancing the 

overall understanding of the adversary’s methods and objectives. In all cases, the goal is to 

systematically correlate observed data with the extensive database of known adversary techniques 

cataloged by ATT&CK, thereby enabling more accurate and actionable intelligence on potential threats. 
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4.2 Evaluation 

4.2.1 Defining APT3 simulation plan  

Fortunately for simulation of APT3 activity good document with performed mapping created by 

MITRE (Korban et al., 2017), it also contains recommendation on what tools can be utilized to simulate 

some custom binaries and scripts, however some effort is still needed because some mapping of 

Techniques is outdated, they were replaced, merged or deleted in the latest version of ATT&CK 

framework. Plan proposed by MITRE is presented on figure 4.1, main tools except LOLBAS that used 

for creating simulation plan in proposed APT Simulator are present in table 4.1, Techniques that covered 

and included in simulation plan presented in Table 4.2. 

 

 

Figure 4.1 – APT3 emulation plan proposed by MITRE 

 

Table 4.1 – Tools utilized for simulation of APT3 activity 

Tool 

MetaSploit (Metasploit | Penetration Testing Software, 

Pen Testing Security | Metasploit, n.d.) 

ProcDump(ProcDump - Sysinternals | Microsoft Learn, 

n.d.) 

Mimikatz (GitHub - ParrotSec/Mimikatz, n.d.) 

PowerSploit (GitHub - PowerShellMafia/PowerSploit: 

PowerSploit - A PowerShell Post-Exploitation 

Framework, n.d.) 
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PsExec (PsExec - Sysinternals | Microsoft Learn, n.d.) 

Lazagne (GitHub - AlessandroZ/LaZagne: Credentials 

Recovery Project, n.d.) 

Nmap (Nmap: The Network Mapper - Free Security 

Scanner, n.d.) 

winPEAS (GitHub - Peass-Ng/PEASS-Ng: PEASS - 

Privilege Escalation Awesome Scripts SUITE (with 

Colors), n.d.) 

Crackmapexec (GitHub - Byt3bl33d3r/CrackMapExec: A 

Swiss Army Knife for Pentesting Networks, n.d.) 

 

Table 4.2 – Techniques and way of simulation that defined for APT3 simulation plan 

Technique Name 

T1003.001: Dump LSASS.exe Memory using ProcDump 

T1003.001: Mimikatz.exe logonpasswords 

T1003.005: List credentials currently stored on the host via the built-in Windows utility cmdkey.exe 

T1005: Search files of interest and save them to a single zip file and exfiltrate 

T1562.001: Impair Defenses: Disable or Modify Tools 

T1012: Simply Query Registry 

T1016: System Network Configuration Discovery on Windows 

T1018: List servers in domain Metasploit enum_ad_computers 

T1021.001: Attempt an RDP session via Remote Desktop Application to a DomainController thourgh first target host 

T1046: Run simple Nmap scan 

T1049: Enumerate Domain Controllers 

T1053.005: Add binary to run on startup 

T1056.001: Run keylogger script in background 

T1057: Process Discovery - tasklist,Get-Process 

T1069.001: Local Permission Groups Discovery 

T1070.004: Delete file from privleged "logs" folder 

T1083: File and Directory Discovery (cmd.exe) 

T1110.001: RDP brutforce using crackmapexec 
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T1112: Modify Registry under current user 

T1113: Take screenshot using Metasploit screengrab 

T1135: SMB discovery using crackmapexec 

T1136.001: Create a new local user in PowerShell 

T1136.002: Create a new Windows domain admin user 

T1204.002: Run MSFVenom generated payload to get meterpreter session 

T1218.011: Run malicous dll using Rundll32 

T1543.003: Modify default Fax by changing the binPath to PowerShell to spawn powershell. 

T1547: Install a driver via pnputil.exe 

T1552.001: Extract Browser and System credentials with LaZagne 

T1566.001: Give remote shell under non-privileged account(run .ps1 => reverse shell) 

T1574.002: DLL Side-Loading using the dotnet startup hook environment variable through meterpreter session 

T1027.005: Obfuscated Files or Information: Indicator Removal from Tools 

T1552.001: Credentials In Files 

T1027: Obfuscated Files or Information 

T1204.002: User Execution: Malicious File 

T1041: Exfiltration Over C2 Channel 

T1105: Ingress Tool Transfer 

 

 The implementation of Techniques provided in table 4.2 was uploaded to repository  (Actions · 

Master · Artem Makartsov 20222143 / APT Malware Action Simulator · GitLab, n.d.). 

Based on techniques presented in Table 4.2 simulation plan was created and executed, Attack Flow 

for this plan can be found in Appendix 1, visualization of this plan with all details provided in Appendix 

2, visualization of this plan that include only Actions without details provided in Appendix 3.  

4.2.2 Simulation results analysis  

As was written in previous chapters this research is not focused on how to collect the behavior, 

implementation only provides interface that allows to do this. For APT3 simulation plan tools that 

presented in Table 4.3 were used during simulation configuration to collect required for analysis 

information.  

 



 

 

70 

 

Table 4.3 – Tools that used to collect simulation details 

Tool Details 

RegistryChangesView (RegistryChangesView - 

Compare Snapshots of Windows Registry, n.d.) 

Snapshot of Windows registry created on pre-simulation stage, 

comparison files were collected on post-simulation stage.  

Tcpdump (Home | TCPDUMP & LIBPCAP, n.d.) Network capture was collected from router attacker perspective. 

Procmon (Process Monitor - Sysinternals | Microsoft 

Learn, n.d.) 

Started on pre-simulation stage, stopped on post-simulation 

stage, all activity was collected from Windows host. 

 

For analysis as final results also raw execution logs are available and Attack Flow with all the 

details, but as was written in evaluation methodology section we will proceed with analysis of files that 

results of running our specified tools and provide mapping to techniques by common recommended 

methodology. On figure 4.2-4.4 parts of the file with registry snapshoot comparison is presented that 

was collected from Windows host with TargetFirt role during simulation, also mapping to possible used 

technique is presented. 

 

 

Figure 4.2 – Evidence of T1112 Technique found in registry compare file 
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Figure 4.3 – Evidence of T1003.001 Technique found in registry compare file 

 

 

Figure 4.4 – Evidence of T1053.005 Technique found in registry compare file 

 

 On figure 4.2 we can find evidence of T1112 Technique, there was custom key added to the 

registry. On figure 4.3 evidence that leads to assumption that procdump was utilized during attack can 

be found, in this case information from registry snapshoot should be correlated with finding from 

network capture analysis and process monitor results to ensure that T1003.001 Technique was actually 

utilized. On figure 4.4 it is clear that some custom binary was added to run on system start up as part of 

simulation of techniques that used to achieve persistence. 

 Next figures 4.5-4.9 shows analysis of network capture with mapping to Techniques that can be 

clearly identified. 

 

 

Figure 4.5 – Running Suricata against captured traffic using community rules 
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 Figure 4.5 shows an example of utilization of automated tools that can be used for analysis, in 

this case Suricata was used with some set of community defined rules and it shows that some alerts 

would be generated for the captured network traffic, from them we can easily identify that some 

Techniques were utilized for exfiltration and tools transfer. 

 

 

Figure 4.5 – Reviewing traffic in Arkime 

 

 

Figure 4.5 – Reviewing traffic details in unencrypted session 

 

 

Figure 4.6 – Reviewing traffic details in unencrypted session 
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Figure 4.7 – Reviewing traffic details in unencrypted session 

 

 

Figure 4.8 – Reviewing traffic details in unencrypted session 

 

 

Figure 4.9 – Reviewing traffic details in unencrypted session 

  

 Figure 4.5-4.9 shows part of the simulation were unencrypted session was utilized, therefore we 

can clearly see what commands were typed and map them to appropriate Techniques as is shown on the 

screenshots.  

 Last file that can reveal what Techniques were used is result of running procmon tool, analysis 

of results with mapping to Techniques is presented on figures 4.10-4.11. On figure 4.10 results are sorted 

to show operation where process is started and aggregated to table, it allows to see what tools were 

utilized by attacker and in most cases map them to Techniques that were utilized. Figure 4.11 show 

network connections made by some processes, with more in-depth analysis of behavior of tools it is easy 

to see what exactly was executed and how specific Techniques were simulated.    
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Figure 4.10 – Evidences of Techniques that were utilized in procmon result file 

 

  

Figure 4.11 – Evidences of Techniques that were utilized in procmon result file 

 

 In overall evaluation show that proposed simulator can be used to simulate APT malware activity 

and collect information about behavior that utilized during the attack. If we compare evidences that 

provided on figures 4.2-4.11 to proposed emulation plan by MITRE, we can see that execution chain 

replicates APT3 attack behavior. 
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4.3 Summary of the fourth chapter  

Methodology for proposed APT malware action simulator is presented that consist of analysis 

and implementation of simulation plan for one of APT groups campaigns, running simulation and 

collecting evidences of simulated attack, analysis of collected evidences and mapping them against 

MITRE ATT&CK framework that shows if intended behavior can be observed and collected from 

simulator system. Evaluation was made by analyzing one of the reports that contains recommendation 

and information on APT3 group emulation, Techniques utilized by this group was implemented in 

Simulator concepts and emulation was done, behavior during was collected using different rules and 

result reports were analyzed and mapped against MITRE ATT&CK framework with presenting 

evidences that simulator was able to mimic intended behavior. 

4.4 Conclusions of the fourth chapter 

Evaluation of APT Malware action simulation by proposed methodology shows that 

implemented solution is able to simulate intended behavior and provide interface to collect it.   
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5. Conclusions 

1. By analyzing related works on the differences between regular and advanced malware, APT 

attacks and the methods used to simulate their and adversary behaviors, key distinctions 

between them were identified. Common ways to simulate malware activity and approaches 

for adversary emulation were researched and used as source of influence during 

implementation. Automated adversary emulators and APT Malware Simulator proposed in 

this research share some common objectives and techniques for simulation. Automated 

adversary emulators typically conduct what-if analyses, replicating TTPs of real-world threat 

actors through all-in-one scripts that simulate comprehensive threat scenarios. These 

emulators evaluate environments, identify vulnerabilities, and suggest areas for 

strengthening security controls, heavily relying on the suitability of the target environment 

for meaningful results. On the other hand, it is determined that solution proposed in this 

research should adopt a specialized approach, simulating the behavior of specific malware, 

including their propagation methods and payloads that will allow to generate databases of 

malicious behavior patterns, useful for training security systems, enhancing threat 

intelligence, and improving predictive threat modeling. Unlike adversary emulators, it should 

not be as dependent on the target environment, allowing for independent simulation of 

malware behavior during attacks in dynamically prepared environment. 

2.  The research and prototyping process led to the creation of the APT Malware Simulator a 

tool designed to mimic the complex behaviors of APT attacks. Traditional malware 

simulation methods were enhanced by integrating concepts of Cyber Kill Chain framework 

and the MITRE ATT&CK knowledge base and proposed approach for environment building 

and execution of simulation. This integration ensures that the simulator can replicate real-

world adversary tactics and techniques, providing a comprehensive and realistic simulation 

environment. A significant improvement introduced in this work is the automation of 

simulation processes, allowing for the creation of custom environments tailored to specific 

simulation plans, that are described and delivered as results with details of specific simulation 

execution using Attack Flow language. By allowing the user to define and modify the tools 

and scripts used for behavior collection, the simulator provides flexibility and adaptability, 

ensuring that it remains relevant in the face of new and emerging threats and needs. 

Moreover, the ability to dynamically create and manage different simulation environments 

enables the detailed analysis of various APT behaviors across diverse scenarios. This feature 
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is particularly valuable for cybersecurity research and training, as it allows for the generation 

datasets that can be used to train and test advanced detection mechanisms. 

3. The evaluation of the APT Malware Simulator involved a detailed simulation of the APT3 

group activities, utilizing a simulation plan specifically designed for this purpose. More than 

35 distinct techniques were implemented to replicate the behavior of APT3. Common tools, 

like Process Monitor, tcpdump and RegistryChangesView were utilized to collect the 

behavior of simulated adversary during attack, results of execution of these tools were 

analyzed to show the mapping between activities that are observed on the system during 

simulation to MITRE ATT&CK framework. The simulation results demonstrate that the APT 

Malware Simulator could successfully recreate the complex attack patterns of APT3 

behavior. 
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Appendix 1 – Raw Attack Flow for APT3 Simulation Plan 
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Appendix 2 – Visualization of Attack Flow for APT3 simulation Plan 

 

 



 

 

91 

 

Appendix 3 – Simplified visualization of Attack Flow for APT3 simulation  
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