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DAMSS-2024 is the 15th International Conference on Data Analysis 
Methods for Software Systems. It is held in Druskininkai, Lithuania, at the 
same venue and time every year. The conference successfully achieves 

The conference’s history dates back to 2009 when 16 papers were 
presented. It began as a workshop related to one international project 
and has evolved into a well-known conference. The initiator of the 
workshop was the Institute of Mathematics and Informatics which later 
became the Institute of Data Science and Digital Technologies at Vilnius 
University. The Lithuanian Academy of Sciences and the Lithuanian 
Computer Society are partners. The long-standing experience of such 
partnerships guarantees a high quality of organization and academic 
relevance. 

The conference has grown into one of Lithuania’s most important 
events in computer science and computer engineering, promoting 
advanced interdisciplinary research and contributing to real innovation. 
This year’s conference includes 87 presentations from 12 countries, 
with 128 registered participants from Estonia, Latvia, Poland, Croatia, 
Spain, Portugal, Italy, Serbia, Romania, Israel, Romania, and Lithuania. 
Such internationality of the conference helps strengthen projects, 
promote knowledge exchange, and develop innovative ideas globally. 
Representatives from six Lithuanian universities participated in the 
conference. So, we have the central annual meeting for Lithuanian 
computer scientists. 

The annual organization of the conference facilitates the rapid 

unique in its discussion of opportunities: researchers from Lithuania 
and abroad, as well as businesses and the public sector, are encouraged 
to develop joint projects, apply research to practice, and address 
business and social challenges. The aim is to align research with market 
needs and business competencies. An essential highlight of DAMSS is 
the participation of young scientists. Doctoral and Master’s students 



from Lithuania and other countries can present their research papers, 
participate in discussions, get acquainted with world-class research, and 
gain valuable experience. Traditionally, most presentations are posters. 
Oral sessions are mainly for keynote speakers. 

Six IT companies supported DAMSS-2024. This proves the relevance 
of the conference topics to the business sector. The Lithuanian Research 
Council and the National Science and Technology Council (Taiwan) 
support the conference, too. 

Topics covered by the conference include Applied Mathematics, 

Business Rules Software Engineering, Cybersecurity, Data Science, Deep 
Learning, High-Performance Computing, Data Visualization, Machine 
Learning, Medical Informatics, Modelling Educational Data, Ontological 
Engineering, Optimization, Quantum Computing, Signal and Image 
Processing. 

This book covers the presentations from the DAMSS-2024 conference.





Arun Kumar Mishra wrote that every movement of goods from one point 
to the next must have the attached documents. According to Statista, 
logistics industry worldwide grows 0.5 trillion dollars each year, mean-
ing more transportation is required the more documents needs to be 

-

deep learning and machine learning algorithms. For this study, 50 GB 
of unlabeled data were presented, and the initial experiments were 
conducted using 5078 manually selected documents. Manually selected 
documents were assigned to 4 commonly used logistics document cat-
egories: CMRs, invoices, receipts, and others. The dataset was split into 
train and test sets, where 80% or 4058 of the documents were desig-
nated for training and 20% or 1014 of the documents for testing. Five 
main preprocessing steps were applied: convertion from PDF to JPG, 
resizing, deskewing, tint and noise removal. Two main methodologies 
were applied, application of neural networks and traditional machine 

-
Net80, VGG16, MobileNet, ResNet50, DenseNet and InceptionV3. The 
neural network with the ResNet50 backbone outperformed other mod-
els achieving 0.9582 accuracy, 0.9593 precision, 0.9582 recall and 0.9585 

-

-



(SVM), Random Forest, K-Nearest Neighbors (KNN), and XGBoost (XGB), 
were trained using features extracted from the ResNet50 backbone. The 
best-performing machine learning model was the Support Vector Classi-

0.9281, respectively. The research showed that the most promising solu-

it could be implemented in logistic environments to automate document 
separation. Future research will focus on dataset expansion utilizing pre-
trained ResNet50 model to label the remaining unused documents and 



Autism spectrum disorder (ASD) is a developmental disorder charac-
terised by impaired social communication, restricted interests, lack of 
emotional control and repetitive behaviours. Autistic people are im-
paired in their abilities for social interaction, social communication and 
imagination. Previous researchers have linked the delay in social devel-
opment in autistic people to emotional impairment. People with autism 
spectrum disorders have problems with interpersonal relationships and 

-
botics in combination with developmental therapy can help people build 
interpersonal and environmental relationships. The causes of ASD are 

-
ior improves with intervention. It is reported that many people with ASD 
achieve levels of engagement in tasks through interaction with robots 
and that robotic systems can be useful for some people with ASD to pro-
mote social communication and support interpersonal communication. 
Based on the evidence that some interventions work, we have developed 
a curriculum to help autistic children build interpersonal relationships by 
using robots as a facilitators. Determining the optimal motion sequenc-
es of robots when interacting with humans with ASD is important to 
achieve more natural human-robot interactions and to explore the full 
potential of robotic interventions. The main goal is to create a learning 
environment for autistic children in which they can build relationships 
with other people using verbal and non-verbal interactions. The re-
search focuses on the development of learning activities mediated by a 
robot to help autistic children communicate with other people. We have 



designed and developed a set of robotic movements and a set of verbal 
expressions that could be used by teachers and therapists to teach com-
munication to autistic children. There is a possibility that visualisation by 
humanoid robots instead of humans may lead to a higher level of task 
engagement in people with ASD. With appropriate adaptations, the ro-
bot can be used to teach a wide range of autistic individuals. 



The development of the KATH system represents a novel approach to 
addressing critical challenges in modern genetic research, particularly in 
integrating diverse DNA analysis tools and databases. Developed in col-
laboration with researchers from Harvard University, KATH serves as a 
comprehensive platform designed to assist geneticists in managing, analyz-
ing, and interpreting DNA data. The system facilitates seamless access to key 
genetic databases, including Clinvar, gnomAD, and LOVD, while integrating 
advanced DNA analysis tools such as CADD and REVEL. KATH’s architecture 
allows for the incorporation of additional algorithms, positioning it as a scal-

is its support for open-data publication standards, enabling researchers to 

In this study, we demonstrate the capabilities of KATH by analyzing 

published on the NIH website. We applied KATH’s integrated tools to 
identify pathogenic gene mutations and conducted a comparative analy-
sis with the reference human genome. Our results highlight the system’s 

-

broader implications for evolutionary biology and disease research. 

-
mercialization opportunities in a user-friendly environment. Its potential 

cross-disciplinary collaborations underscores its value as a transforma-
tive tool for geneticists and researchers worldwide.



The direct movement of organisms toward a chemoattractant and away 
from a chemorepellent is called chemotaxis. Since the pioneering work of 
Keller and Segel, published in 1970, the dynamics of chemotactic popu-
lation and chemoattractant are usually modelled mathematically using a 

Although the chemotaxis-type models are mostly applied in biology, they 

the social sciences. Neto and Claeyssen have applied a chemotaxis model 
to describe economic growth containing capital-induced labour migration. 
Short et al. proposed a chemotaxis-type system to describe the move-
ment of criminals toward increasing concentrations of an attractiveness 
value. In this work, the chemotaxis-based self-organization and patterning 
relationship between bacterial and human populations were investigated 
computationally. The pattern formation in luminescent suspensions of E. 
coli was studied as an example of bacterial self-organization. Two aspects 
of human social behaviour were also analysed: the formation of economic 
agglomerations, which are regions with higher levels of capital and labour 
force than their neighbours, and the formation of crime hotspots, when 
criminals move toward a higher concentration of an attractiveness value. 

-
otaxis models were used to simulate the pattern formation in all three 
chemotactic populations living within a restricted area - a circle. The nu-

Although bacterial self-organization and geographical migration of the 



-
cial landscape, necessitating innovative methodologies and technologies 
to detect and mitigate losses resulting from sophisticated fraudulent tac-
tics.

Fraud detection systems need to respond quickly while maintain-

method, FID-SOM (Feature Selection for Imbalanced Data Using Self-Or-

by imbalanced data in fraud detection scenarios. Feature selection can 

response time. Given the inherent imbalance in fraud detection data, 
feature selection must be conducted with high attention. To accomplish 

network designed to organize data into clusters based on similarity, sim-

FID-SOM is engineered to address the challenge of high-dimensional 
data in scenarios characterized by highly imbalanced data. It has been 

-
tantly, it demonstrates adaptability to the dynamic nature of big data 
environments, thereby making it a practical and reassuring solution for 
fraud detection.

The proposed method’s distinctive aspect lies in forming a new data-
set containing the Best-Matching Units of the trained SOM as vectors 
of attributes corresponding to the initial features. These attributes are 



sorted in descending order based on the score calculated using meth-
ods like KL-divergence Information Gain and/or Variance. By retaining 
the required number of attributes, we select features corresponding to 
those attributes for further analysis. The proposed FID-SOM method has 
demonstrated its capacity to perform comparably to existing methods 
and exhibits the potential to surpass them. This potential for superior 
performance makes FID-SOM a thrilling prospect in fraud detection.



In response to the growing cyber threats facing critical infrastructure, 
this research presents a deep learning-based authentication system that 
uses keystroke dynamics to strengthen security against unauthorised 
access, including insider threats. Traditional methods often fall short in 
such sensitive environments, thus advanced solutions are required. Our 
approach integrates keystroke-based behavioural biometrics with data 
fusion techniques that transform keystroke dynamics data into image 
representations. Using a new Gabor Filter Matrix Transformation meth-
od, we transform keystroke dynamics into graphical formats, allowing 
enhanced pattern recognition. A Siamese neural network with a triplet 
loss function processes these images to accurately distinguish between 
authorised and unauthorised users. Our extensive experiments on data-
sets such as Carnegie Mellon University and GREYC-NISLAB , covering 
over 54,000 password samples, demonstrate that the proposed method 
achieves higher authentication accuracy comparing to related works. 
The system achieves an equal error rate value of 0.045, outperforming 

-

-
duction in equal error rate and improved user authentication accuracy. 
This study highlights the need for advanced authentication methods to 
address insider threats and unauthorised access to critical infrastruc-
ture. By integrating deep learning and data fusion, our approach pro-
vides a scalable and accurate solution to this pressing security challenge.



Fake news is becoming a recognised problem in society, creating large 
volumes of misinformation and raising questions about media integri-

public opinion, undermining trust in institutions, and sometimes lead-
ing to real-world harm. The sheer volume of information produced daily 

leading in the need for automated tools that can assist with the issue. 
In this work, we present a proof of concept of a tool designed to detect 
disinformation in English-language media sources. At the core of our so-

American (mostly for non-disinformation) and Russian (mostly for dis-
information) English-language sources. This approach allows us to save 
time by avoiding the need to train the model from scratch. Additionally, 
RoBERTa’s advanced capabilities, such as its ability to grasp the context 
and meaning of complex sentences and its bidirectional nature (analys-
ing sentences from both the beginning to the end and in the opposite 
way), enable it to capture long-range dependencies between words. 
These features are valuable in identifying complex linguistic structures, 

commonly found in news sources. Besides, we are using this approach 
to collect and analyse texts from Lithuanian media sources, focusing 
on various domains such as politics, economy, society, and business, to 
identify the prevalence of disinformation within these outlets. This al-
lows us to gain insights into how misinformation is distributed across 



a Dash library-based web application that displays the model’s evalua-
tion results and delivers an intuitive interface for users to interact with 
the system. This application allows users to upload news articles or 
plain text, analyse them for potential misinformation, and view detailed, 
real-time feedback on the model’s predictions. Additionally, the system 
allows for batch processing of multiple texts at once, providing scalabil-
ity for larger datasets. The result of our work is a developed and tested 
version of a deep learning based disinformation detection system, capa-
ble of analysing disinformation in the selected national and international 
news and media sources and presenting the analysis results with an in-
formative dashboard. 



can be challenging to monitor continuously through traditional meth-
ods, such as patient self-reporting during clinic visits. With the growing 
prevalence of smartphones and their built-in sensors, new opportuni-
ties have emerged for real-time, passive monitoring of patient behaviour 
and health. These phone sensors – tracking factors like physical activity, 
location, and phone usage – can provide continuous data that may signal 
subtle changes in a patient’s condition even before they become con-
sciously aware of worsening symptoms. This research explores the use 
of phone sensor data to understand how real-time behavioural changes 
might be related to the onset of symptoms in cancer patients. By lever-
aging sensor data alongside patient surveys, the study investigates how 
patterns in daily activity, such as movement and phone usage, might 
signal an impending change in symptoms. The study included patients 
grouped by cancer type, gender, functional status (ECOG scale), and age. 
Loess regression and statistical analysis were applied to examine the 
dynamics of sensor data before and after symptom onset. Various vari-
ables describing patients’ activity, such as distance from home, screen 
time ratio, and others, were evaluated over time using phone sensors. 
The study’s results revealed that patients’ activity levels, or time spent 
at home, begin to decline even before the patient reports the onset 



of symptoms, such as fatigue. The study found that tracking sensor 
readings can help predict worsening symptoms and facilitate early in-

highlight the importance of using phone sensors for real-time patient 
monitoring, enabling personalised care for cancer patients. 

Acknowledgements: This research was co-funded by the European Union 
under Horizon Europe programme grant agreement No. 101059903 and by 
the European Union funds for the period 2021-2027 and the state budget of 



imaging has sparked a revolutionary wave in healthcare in recent years. 
DL models often function as black boxes, making their decision-making 

when people’s health is at risk, as in the involvement of AI applications 
used in healthcare. The situation is further worsened by the fact that, 
unlike conventional machine learning algorithms, state-of-the-art deep 
learning algorithms consist of complex connected structures, millions 
of parameters, and a black box mentality that provides no insight into 

systems make judgement that are hidden from visibility. The idea of ex-
plainable AI (XAI) emerged as a response to the issue of AI black boxes, 

and sensitive to human understanding. For improved comprehension, 

cancer (BC) with their performances are discussed in this study. BC is a 
prevalent and extremely deadly disease. It is currently the second largest 
cause of cancer-related mortality among females globally. This study fo-
cuses on the integration of several XAI techniques like Grad-CAM, LIME, 
SHAP, PDPs and other deep learning models used for breast cancer clas-

better way to establish trustworthiness when utilizing AI systems in the 
healthcare industry. We will examine several key ideas in XAI, outline 
various challenges related to XAI in the healthcare industry, and explore 



-
standing and trust among other things.

Acknowledgements: This research is funded under the Programme 
“University Excellence Initiatives” of the Ministry of Education, Science 
and Sports of the Republic of Lithuania (Measure No. 12-001-01-01-01 
“Improving the Research and Study Environment”).



Static and dynamic malware analysis has been used for a while among 
cybersecurity professionals and researchers. While static analysis can 

hash values, creation date, import address tables, sections and many 
more, attackers have adapted to these analysis methods quite easily. 

what the program does as it monitors the process itself. However, this 
analysis method requires an isolated virtual environment and can slow 

combining these two methods, security researchers and security prod-
ucts started using machine learning and deep learning algorithms to 
detect and mitigate known and unknown cyber threats. Application of 
these technologies allows antivirus and EDR (Endpoint Detection and 

malicious or not. It helps to save some computational resources as well 
-

tralised remote server instead of on local computer resources. It comes 
with no surprise that threat actors started to investigate and search for 
weaknesses in these detection algorithms as well. Therefore, a deeper 
insight regarding weaknesses in these deep learning and machine learn-
ing models is necessary. Furthermore, deep learning algorithms such as 
Generative Adversarial Neural Networks, Variational Autoencoders can 
be used to generate adversarial malware samples that could evade de-
tection. In our research, we aim to design a Command and Control (C2) 
framework that would use deep learning algorithms to make it more 



evasive than standard C2 frameworks. This will help red team members 
to better train blue teams and notice anomalies by not being over-reli-
ant on automated tools.

Acknowledgements: This project has received funding from the Re-
search Council of Lithuania (LMTLT), agreement No S-MIP-24-116.



Cointegration is a method used to estimate the existence of a long-
term equilibrium relationship between two or more time series. While 
this method is widely utilized for traditional time series, some research 
is still needed to make cointegration fully usable in the context of func-
tional time series (FTS). Such progress could provide new applications in 

though the tests for stationarity or unit root of functional time series are 

of research with contributions from M. Franchi and P. Paruolo (2020), 

This poster presentation provides an overview of the literature about inte-

for functional time series. Furthermore, some examples of real-world data 
suitable for FTS cointegration testing are provided. In addition, the poster 
introduces some studies of cointegration testing on traditional time series 

Acknowledgements: Publication / Research is funded by the Research 
Council of Lithuania under the Programme “University Excellence Initia-
tives” of the Ministry of Education, Science and Sports of the Republic of 
Lithuania (Measure No. 12-001-01-01-01 “Improving the Research and 
Study Environment”). Project No.: S-A-UEI-23-11.
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Data Science (DS) and Decision Support Systems (DSS) have long exist-
ed as both complementary and competing technologies. While DS has 
recently assumed a leading role by promising the automatic construc-
tion of DSS models, the foundational aim of DSS has been to make the 
decision-making process more informed and consistent without seek-
ing to replace the human decision-maker. DSS models are traditionally 
designed to be correct, complete, consistent, comprehensible, and con-
venient – attributes that DS models do not always possess and whose 
potentials are often not fully understood within the DS community. In 
this talk, I will demonstrate how DS models can be integrated into DSS 
frameworks and how leveraging the strengths of DSS can enhance the 



The understanding of dynamic neural networks, particularly those that 
handle time-variant data, is a key challenge in the development of inter-
pretable AI models. As the application of AI in areas such as time-series 
analysis, sensor data processing, and real-time decision-making ex-
pands, the need for understanding these networks becomes even more 
critical. Dynamic neural networks are known for their ability to capture 
temporal dependencies in data, yet their inner workings often remain un-
clear, raising concerns about trust and reliability. This research focuses 

Memory (LSTM) and Finite Impulse Response (FIR) Neural Network (NN) 
– and their ability to provide transparent insights into their decision-
making processes. The study addresses a growing need to understand 

-

was conducted to assess the neural network’s explainability. The accel-
erometer data, collected from wearable devices, is commonly used for 
detecting human activities such as running and walking. The challenge 

We utilise Layer-wise Relevance Propagation to interpret NNs, assigning 
relevance scores to input features to highlight the signal components 

adaptation of relevance over time, this approach uncovers the most criti-

Fourier Transform for time-varying data characterisation and compari-

a complimentary means to interpret the results. This study’s results 
enhance the understanding of small-scale dynamic NNs operations by 
providing valuable insights into their decision-making processes.



The number o
more sophisticated in recent years. While organizations are adopt-
ing innovative cyber defense technologies and automating processes, 
detecting and responding to these attacks often remain reactive and 

of attacks are those that deal with human factor vulnerabilities. Cyber-

technologies, and humans. During cyberattacks or incident response, 
the behavior and decision-making of cybersecurity professionals are 
shaped not only by their technical skills and experience but also by 
psychological and social factors such as emotional states, stress, and fa-
tigue. Cybersecurity professionals tend to act predictably and rationally, 

decisions and people make irrational decisions when they are highly 
stressed. Therefore, recent researches suggest that a holistic approach 
instead of technical solutions alone is required to contrast cyberattacks.

cybersecurity professionals during cybersecurity exercises, emphasizing 
the human factors. Data for this research were collected through surveys 
during the international cybersecurity defense exercise „Locked Shields 

data as well as emotional data framed by Plutchik’s model of emotions 

the criteria. To deepen the analysis of decision-making, MCDM meth-



insights for the enhancement of cybersecurity training programs.

Acknowledgements: This research was funded by Research Council of 
Lithuania under the Programme “University Excellence Initiatives” of the 
Ministry of Education, Science and Sports of the Republic of Lithuania 
(Measure No. 12-001-01-01-01 “Improving the Research and Study Envi-
ronment”). Project No.: S-A-UEI-23-11“.



-
tive learning and supporting student development. Nowadays, learning 
delivery includes online and blended formats, making it crucial to main-
tain high standards in course quality. However, there is a problem in 

-

existing research studies identifying various methods and universities 

-

was conducted on the solutions used and recommended by existing 
research papers. Second, it examines the course quality assessment 
methods and metrics used by higher education institutions. Finally, it 
analyzes what aspects are most important to students. Students’ opin-
ions are very important because the courses are created for them and 
should meet their needs. Students’ feedback is a valuable resource for 
assessing course quality, as it provides insights about course materials, 

this reason, this research focuses on analyzing feedback from students 
in a university study program over the past two academic years. It con-
centrates on an analysis that utilizes context extraction from students’ 
open-ended responses about completed courses rather than direct 
survey answers. By examining these responses, the research aims to 
understand student preferences and needs for blended courses and 
identify areas for improvement. Text analysis and clustering methods 



are used for this task. The research results presented in this poster con-

e-course quality assessment process. Additionally, the research results 
also provide suggestions for e-course developers to improve the learn-
ing experience.



The rapid advancement of deep learning has driven the integration of 

on resource-constrained devices such as smartphones, wearables, and 
IoT systems. This shift is crucial for applications requiring real-time pro-
cessing without relying on cloud infrastructure, which can introduce 
latency and security risks. One such application is AI-based virtual eye-
wear measurement, which relies on accurate eyeglass detection from 2D 
images for virtual try-ons or facial recognition. Deploying deep learning 
models on low-power devices, however, presents challenges due to limi-
tations in processing power, memory, and energy, necessitating careful 
optimisation of model architectures to balance accuracy and computa-

This study investigates optimising convolutional neural networks 
(CNNs) for eyeglass detection on low-power devices by training various 
architectures on large datasets and systematically exploring model size, 
input image resolution, and post-training optimisations to assess their 
impact on accuracy and inference time.

-
sations reduced inference time with minimal accuracy loss, underscoring 
their importance for deployment on low-power devices.

-
tectures for low-power AI applications. Beyond eyeglass detection, this 

models in resource-constrained environments, highlighting the role of 



architectural design and post-training optimisation techniques in achiev-
ing high performance in edge computing systems.

Acknowledgements: This project has received funding from the Re-
search Council of Lithuania (LMTLT), agreement No S-ITP-24-12.



Post-hoc explanations refer to a class of explainable AI (XAI) methods 
where explanations about the model are generated after the model has 
been trained. This subclass of XAI techniques plays a dominant role in 
interpretable computer vision, with most of the applications falling un-

extension of post-hoc XAI methods to image segmentation tasks based 
on two criteria: 1) their suitability for generating reliable explanations 
and 2) their potential for improving models outside the XAI domain. We 

-

and the reliability of the generated explanations. The explanations are 
further evaluated using quantitative deletion curves to measure their 
sensitivity to various XAI method parameters, such as occlusion type in 
perturbation-based methods. We also investigate potential application 
areas beyond XAI, ranging from adversarial attacks to continual learning. 
Although post-hoc explanations are primarily used to better understand 
the model in addition to standard model evaluation metrics, their use 
cases can extend further. We discuss how post-hoc explanations can be 
applied in adversarial contexts and how they can be used to distil and 
compress the most important information by identifying the most im-
portant regions in an image. 



Satellite imagery is used for applications like environmental monitoring, 
urban planning, climate change studies, infrastructure development, 
and disaster management. However, converting two-dimensional satel-
lite images into realistic three-dimensional models remains a challenging 
task due to factors such as data quality variability, limited resolution, 
atmospheric distortions, and the computational limitations of current 
methods. The aim of this work is to investigate a region-based convo-

data and the substantial computational requirements for processing 
large datasets are considered. The study involves training the enhanced 
R-CNN model on two datasets: a manually annotated dataset of cities 
in Lithuania and the “Manually Annotated High-Resolution Satellite Im-
age Dataset of Mumbai for Semantic Segmentation.” These datasets 
provide a variety of urban landscapes and structural features, essential 

and architectural styles. The training process included 30 epochs, where 
the model learns to accurately detect features of various buildings. In 
order to evaluate the performance of the model, metrics such as the 
Precision-Recall (PR) curve and Average Precision (AP) score were con-
sidered, focusing on an Intersection over Union (IoU) threshold of 50%. 
The trained model achieved an AP score of 0.974, indicating a high level 

-
tion of satellite images demonstrates that with enhanced algorithms and 



improved processing techniques, satellite imagery can be utilised to cre-

is great potential for future development. Further investigation should 

integrating additional data sources, and constructing 3D images. 



According to data from the World Health Organization, cardiovascular 
diseases are the most common cause of human death. One of the main 
reasons for this statistic is the lack of possibilities for mass long-term 
diagnostics of heart activity using a Holter monitor due to the complexity 
of processing each record lasting from 24 to 48 hours by cardiologists. 
Another reason is the absence of online monitoring tools for high-risk 
patients with automated emergency call triggering. 

To solve this problem, a decision was made to implement a fully au-

in Holter monitoring electrocardiogram records using machine learning 
methods. 

Within the framework of the master’s thesis, a hypothesis was con-

cardiovascular pathologies, according to the Association for the Ad-
vancement of Medical Instrumentation – Electrocardiography Standards 
– Part 57 (AAMI EC57). By utilizing a public dataset, it was possible to 
compare the obtained results with existing works and, as of May 2024, 
the implemented model achieved the best accuracy indicator of 0.994 
on a test sample comprising 20% of the total number of records in the 
dataset, with the original distribution of class sample objects. 

However, the pathologies of the AAMI EC57 standard are extremely 

-
gies. 



The research problem is the hypothesis testing about the imple-

cooperation with practicing cardiologists. This includes disturbances of 
the heart’s electrical axis and electrical position, hypertrophy of various 
parts of the heart, disturbances of heart automatism and excitability, 
and conduction disturbances (blockades). 

Methodology: This work uses a closed dataset, which includes 20,000 
collected anonymized Holter monitoring electrocardiogram records 
from individuals aged 6 to 82 years and lasting from 12 to 48 hours. To 
evaluate the quality of PQRST interval segmentation methods, a metric 
based on Intersection over Union (IoU) is used. The evaluation of clas-

precision, F-score, and the Area Under the Receiver Operating Charac-
teristic Curve (AUC-ROC). 

intervals using the range of intervals of existing medical standards for 
-

tional medical standards. In particular, the metrics for the used methods 
should be comparable to the work of real cardiologists in order to un-



The exponential growth of the Internet of Things (IoT) across sectors 
such as healthcare, smart cities, and industrial systems has introduced 
substantial cybersecurity challenges. IoT devices, with limited resourc-
es and exposure to open networks, are increasingly vulnerable to 
sophisticated cyberattacks. Traditional security measures and single-
model machine learning approaches often fail to handle the complex 
and dynamic threat landscape associated with IoT. This study evaluates 
advanced ensemble machine learning techniques, particularly Gradi-
ent Boosted Trees (GBT) and XGBoost, for enhancing IoT cybersecurity. 
Using the CICIoT2023 dataset, which includes seven attack categories 

-
ditional models like Decision Trees (DT) and Random Forest (RF) in both 

a 99.4% accuracy, 76.4% precision, and 78% F1-score in multi-class clas-

-
curity and underscore the need for robust, adaptive models in IoT-based 
attack detection systems.



-
sitive to uncertainty. The example studied here is the industry sector 

major restructuring process in 2018. The Virus Crisis of 2020-2022 added 
additional shocks to this process: moments of panic at the outbreak of 

shocks succeeding in a short time-span plagued hard data (industrial 
production index) with idiosyncratic anomalies: outliers or novelties. 
Forecasts on such data could conceal equilibrium stability. As beliefs 
regarding the state of the economy manifested also as anomalies in 
soft data (soft data are reported faster than hard data), a policymaker 
could instead resort to machine learning (One-Factor Support Vector 
Machines) to monitor soft data anomaly patterns for signals of animal 
spirit-driven stability changes in hard data.



AI application in satellite data is becoming increasingly accessible to in-
terested parties, especially regulatory agencies. This has led providers to 
improve the quality of satellite imagery and the frequency of data avail-
ability. However, the application of satellite data in cloudy areas remains 

satellite image recognition utilising Sentinel-2 data. In consideration of 
the region’s seasonal variability and frequent cloud cover, we apply a 

land types. Pre-processing methods include image merging, background 
cleaning, and spectral index calculations (such as NDVI and NDWI) to 

cover issues. The developed models are validated with statistical ac-
curacy metrics, such as Cohen’s Kappa and F1. This work addresses a 

challenges faced by Lithuania and contributes tools that are useful for 
environmental monitoring and land management. The prototype devel-
oped has the potential to provide invaluable assistance to Lithuanian 

-
agement of land, facilitating the monitoring of environmental changes 
and ensuring compliance with local regulations. 



The integration of renewable energy sources into the electricity grid has 
become more important as the world population seeks sustainable and 
eco-friendly alternatives to fossil fuels. This integration requires accurate 

-
tee the economic feasibility of renewable energy projects. For wind farm 

-
ences in wind patterns and power market pricing create a complexity 
that standard forecasting approaches, which often focus exclusively on 

-
tegrating wind power production data with electricity prices from Nord 
Pool, Europe’s leading power market. By integrating these two essential 
data sources, we want to present wind farm owners with a more precise 
and comprehensive perspective of their revenue potential. In contrast 
to conventional techniques that often overlook the economic aspect of 
energy production, our methodology employs an integrated prediction 
model that considers both the total amount of energy produced and 
its market value. The model employs historical wind power production 
data and real-time electricity prices to provide a complete forecasting 
framework that captures the dynamic interaction between energy sup-
ply and market demand. We employ advanced time-series analysis and 
machine-learning methodologies to forecast future earnings with con-
siderable precision. To optimise our predictive models, we utilise TPOT 
(Tree-based Pipeline Optimization Tool), an automated machine learning 

-

systematically addresses uncertainty and enhances the performance 



-
tuating market conditions, seasonal changes, and unexpected events 

accuracy of the model is evaluated using performance indicators that 
include the mean absolute error (MAE), the mean squared error (MSE), 

-
tive evaluation of the model’s forecasting ability. We validate the model 
using actual information obtained from the functioning wind farm and 
historical pricing records from Nord Pool. Our tests indicate that our 
integrated forecasting method considerably improves traditional ener-
gy-centric models. The model gives wind farm owners more accurate 

-
egies, and market participation. Our methodology not only improves 
operational decision-making but also provides strategic advantages by 

sector. Provides investors with the skills they need to expertly negoti-
ate the intricacies of competitive power markets. This study highlights 
the economic feasibility of renewable energy and helps in the overarch-
ing objective of incorporating sustainable energy sources into the global 
power framework. We provide a holistic solution that supports the con-
tinued growth and success of wind farms in a dynamic and increasingly 
competitive market by addressing both the technical and commercial 
aspects of wind energy production. 



-
sential tools in modern cybersecurity, but these models themselves are 
vulnerable to a wide range of attacks. One of the most serious threats 
is adversarial attacks, where malicious actors manipulate the inputs of 
ML models to produce incorrect or harmful outputs. The presentation 
will explore the primary vulnerabilities of AI and ML models that pose a 
threat to cybersecurity. The main focus will be on understanding how ad-
versarial attacks work, the consequences they can have for cybersecurity 
applications, and how these attacks can be used to facilitate malicious 
activities such as manipulating machine learning outcomes. We will also 
examine the threats of prompt hacking, where AI models become sus-
ceptible to deceptive queries.

 



Societies are intricate systems comprising interdependent social ac-
tors interconnected through diverse relationships. It has long been 
recognized that reciprocity and triadic closure are two fundamental 
components of this interdependence and have, as such, been includ-
ed in social network models. However, computational limitations and 
modelling complexity have meant that reciprocity and triadic closure 

-
ing novel computational and modelling approaches in relational event 

temporal functions accounting for the diminishing relevance of past 
events. Through simulation studies and real-world dataset analyses, it 
highlights the importance of comprehensively considering temporal dy-

-
tally, this research highlights the time-varying nature of reciprocity and 

decay functions sometimes capture their temporal structure, more com-
plex continuous functions of time often describe the intricate structure 



The concept of the so-called smart environments is recently attracting 
much attention both in science, R&D and even media. The smart en-
vironments are basically “small worlds” that constitute a collection of 
sensors, computers and humans – both individuals and social groups 
of various sizes - who are synergistically integrated to better complete 

various stakeholders, etc. We are concerned with environments in which 
the human stakeholders are crucial, and they involve individuals, social 
groups, enterprises, organisations or even the society as a whole. The 
problem is to develop and implement some automated agents who can 

-
egies, policies and operations which are crucial for the particular human 
stakeholders for dealing with problems they face. We assume that the 
availability and access of various broadly perceived sensors, controllers, 
etc. is constant and pervasive. 

-
ligence)- assisted, AI-powered or even AI-enabled is strongly advocated 

centric direction in smart environments, which is a new way of extending 
the traditional techno-centric perspective, i.e. just concerning sensors 
and other inanimate tools and techniques, of the smart environments 
by assuming that the human being is the key player (stakeholder, actor) 
as in virtually all complex real-world problems. Such a perspective im-
plies a very wide and complex agenda of research and implementations 



combining an active and proactive involvement in the operation of the 
smart environment, and incentives for the participation of the humans. 

between the egocentric and (social) value-oriented views. Some inspira-
tions from the human-in-the-loop and society-in-the-loop paradigms can 
here be employed. 

-
niques to develop new decision-making and reasoning models via the 
so-called AI-assisted perspective. Then, to deal with more complex 
decision and reasoning problems, we show the use of the so-called AI-
powered/enabled approach, notably in the decision support systems 

human stakeholders in their role as cognitive partners of automated 
agents in advanced smart environments, e.g. due to human cognitive 
biases. Some examples of the use of our approach for critical infrastruc-
ture planning are shown.



Migraine is a prevalent neurological disorder characterized by moder-
ate to severe headaches, often accompanied by disturbances of the 
autonomic nervous system (ANS). ANS changes may occur during vari-
ous phases of a migraine. Early detection of these physiological changes 
could be important in preventing or mitigating migraine episodes. 

-
nomic nervous system (ANS) alterations during pre-migraine nights by 
analyzing physiological data collected from a cohort of ten individuals 
using wearable biosensors. We examined 78 features derived from 
electrodermal activity (EDA), skin temperature (SkinTEMP), metabolic 
equivalent of task (MET), pulse rate (PR), and accelerometer (Acc) signals 
to compare pre-migraine and migraine-free nights.

Methods: Data were collected using the Empatica Embrace Plus 
wearable device and pre-processed to isolate nocturnal sleep periods 
relevant for analysis. The analysis was carried out over various time 
frames (ranging from 5 to 120 minutes) to assess how the duration of 

-
istics. Machine learning models, including XGBoost, Histogram Gradient 
Boosting, Random Forest, Support Vector Machine (SVM), and K-Nearest 
Neighbors (KNN), were trained on imbalanced data using cost-sensitive 
learning to predict migraine occurrences. ANOVA was used to assess dif-
ferences in physiological features, with F-statistic and P-value heat maps 



Results: Shorter analysis frames of 5 and 10 minutes yielded higher 
-

ing migraines. The key features of the EDA, pulse rate, accelerometers, 
activity counts, MET, and skin temperature signals with the highest pre-
dictive power included mean, median, standard deviation, max, min, 
clearance factor, crest factor, impulse factor, peak value, RMS, and shape 

-
eter data (0.333), activity counts (0.295), and MET (0.376).

like XGBoost and Random Forest consistently outperformed others, 
demonstrating the potential of wearable biosensors for early migraine 
prediction. 

The best performing generalized XGBoost model using a 5-minute 
frame achieved an accuracy of 0.806, precision of 0.638, recall of 0.595, 
and an F1-score of 0.607.

associated with pre-migraine nights, emphasizing the potential of wear-
able biosensors for early migraine prediction. EDA, SkinTEMP, PR, and 

migraine management. More research is needed to improve the predic-
tive accuracy for clinical applications.



This work addresses the problem of controlling a car to optimise route 
traversal using deep reinforcement learning techniques. Two methods 
are investigated to enable the car to successfully traverse the track. The 

beams to measure the distances from itself to the track boundaries. The 
second method relies on image analysis, where the car receives infor-
mation from the environment through in-game visual frames. The aim 
of this paper is to compare the performance and feasibility of these two 

-
crease the generalization ability of the models, additional strategies such 

car on the track are applied in both approaches. The experiments allow 
to evaluate the advantages and disadvantages of each approach and to 



Abstract: This study explores the notion of how perception-driven aug-

machine learning. However, the title of this presentation is only clear 
when the traditional approach to AR, which refers to an interactive ex-
perience that combines the real world and computer-generated 3D 
content, is reframed from the lens of “looking closer and in more detail 
into a subject to be processed by AI.” Hence, this is a way for AI to “zoom 
in” on and process the world around us to a granular degree. There 
are many examples of such approaches, one of them being perceptual 
computing, allowing human-computer interfaces to understand and re-
spond to inputs such as voice, textual information, image, and gestures 
enhanced by emotions. The granularity mentioned earlier refers to the 
expertise derived from human perception. Despite the fact that deep 
models, including transformers, can achieve high-level quality perfor-
mance without human intervention, it does not change the fact that the 
resources on which these models are trained use all this information 
inscribed in the data. It should also be remembered that what is natural 
to humans when analyzing, e.g., medical data, such as zooming in on a 

language, may not yet be possible for an AI model to achieve that, spe-

domain. In this study, it will be shown that an augmented approach to in-
telligent speech processing may resolve some of the problems involved 
when medical data are involved. One may envision structured forms and 
interfaces provided to a physician or medical assistant when a patient’s 

-
textual awareness and feedback from the process. However, the basic 



problem that remains so far unresolved is more common, i.e., when 
the environment interacts with the healthcare provider during the pro-
cess of recording the details of a patient visit. In such a case, sensing an 
environment and deriving its acoustic and noise properties should be 
analyzed with a granular level of detail based on human expertise and 
then processed by an AI model to gain human-like perception. 

Acknowledgements: This study was supported by the Polish National 
Center for Research and Development (NCBR) project: “ADMEDVOICE-
Adaptive intelligent speech processing system of medical personnel with 
the structuring of test results and support of therapeutic process,” no. 
INFOSTRATEG4/0003/2022.



machine learning models – Logistic Regression, Random Forest, XGBoost, 

predicting stroke-related mortality using a dataset of clinical and demo-
graphic features from the neurology department of Clinical Centre of 
Montenegro. By comparing these models across key performance met-
rics such as accuracy, precision, recall, and F1-score, we gained insights 
into their predictive power and reliability. Additionally, we examined the 
importance of features to identify the most critical factors driving mor-
tality predictions. Our results indicate that ensemble-based models like 
Random Forest and XGBoost outperformed other methods, delivering 

-
tors, underscoring the importance of these variables in stroke outcome 
prediction. While Neural Networks showed competitive performance, par-
ticularly in terms of precision and recall, the model’s lack of interpretability 
remains a limitation in clinical applications where understanding the driv-
ing factors is crucial. Interestingly, simpler models like Logistic Regression, 

-
tance, making them potentially valuable in settings where transparency 
and ease of interpretation are critical. Conversely, SVM, while delivering 
good results for certain metrics, struggled with generalizability across 

machine learning models in predicting stroke-related mortality, with Ran-
dom Forest and XGBoost standing out as the most robust options. These 

importance, making them suitable for real-world clinical applications. This 
research underscores the promise of data-driven approaches in improv-

guiding more personalised treatment strategies. 



In the rapidly evolving landscape of cybersecurity, real-time detection 
and alignment of network incidents and anomalies have become criti-

environments where real-time assessment is paramount. Additionally, 

-

increasing complexity of cyber attacks, combined with the volume of 

detection that are both scalable and responsive to evolving threats. The 
core challenge addressed in this research is the inadequacy of current 

-

Time Warping (DTW), Needleman-Wunsch, and others – commonly used 
in sequence alignment – are applied in this context to align and detect 

work explores an innovative approach to incident and anomaly detection 

with asynchronous alignment techniques. Unlike traditional methods, 
which struggle with computational overhead and delays due to their reli-
ance on synchronous data windows, the proposed solution leverages 

scenarios. These simulations allow the machine learning models to dy-

-



onstrates how applying asynchronous alignment techniques to real-time 

performance under synthetic, simulated cyber attack scenarios, high-
lighting their strengths and weaknesses in terms of speed, accuracy, and 

enhance the capability of cybersecurity systems to detect and respond 
to incidents in real time without the need for pre-captured data such as 

incident alignment techniques. This approach improves the speed and 

-
ness of our approach through experimental evaluations using real-world 

the limitations of traditional synchronous methods and provides a foun-
dation for more robust and adaptive cyber security solutions.



causes chronic watery diarrhoea, abdominal pain, faecal incontinence, 

quality of life. The diagnosis of CC is rather challenging as it can only be 
diagnosed upon histological examination of colonic biopsies taken from 
normal or near normal appearing mucosa. Current routine histological 
interpretation of biopsies involves subjective evaluation leading to inter-
rater variability discrepancies in diagnosis and treatment plan. The aim 
of this study was to develop an algorithm for robust segmentation of light 
microscopy images of histological specimen slides identifying key areas 
containing important diagnostic features of CC. Images of histological 
specimens from 10 patients (~60 images per patient) were pre-segment-
ed into superpixels using a simple linear iterative clustering algorithm. 

CC, in particular, the thickened subepithelial collagen layer – the essen-
tial diagnostic feature, were marked by the experts. The feed – forward 
neural network containing three hidden layers with ten neurons in each 
was trained to identify the superpixels containing sought diagnostic fea-
tures. The model was tested on 250 images from 5 patients not used for 

– 0.813. The shown neural network’s ability to segment histology images 
could be used for assisted diagnostic process emphasising areas with 



This paper addresses the growing need for automating the caption 
generation of satellite image pairs, focusing on change detection tasks. 
The study leverages four major datasets—CLCD, LEVIR-CD, DSIFN, and 
S2Looking—to create a satellite image caption change detection data-
set containing descriptions of 16,753 image pairs. The primary aim is to 
generate descriptive and accurate captions using the Llama model and 
evaluate the performance of various machine learning and transformer 
models in detecting changes between pre-event and post-event images 
based on these captions. The introduction highlights the importance of 
automated change detection in remote sensing for applications such as 
urban planning, environmental monitoring, and disaster management. 
Traditional manual interpretation of satellite images is time-consuming 
and requires expertise, underscoring the value of machine learning 
models in automating this process. The study uses a combination of 
deep learning techniques, particularly transformer models like BERT, 
DistilBERT, RoBERTa, and XLNET, and classical machine learning mod-
els, including Logistic Regression, Naive Bayes, Support Vector Machines 
(SVM), and K-Nearest Neighbors (KNN), to evaluate the generated cap-
tions. Four datasets are utilised for this task. The CLCD dataset focuses 
on multi-temporal and multi-sensor analysis for land cover changes, 
while the LEVIR-CD dataset is centered on building change detection in 
urban areas. DSIFN enhances high-resolution image change detection 
with a dual-stream network approach, and S2Looking provides Sentinel-2 
images for large-scale change detection studies. Data augmentation 



techniques, including random rotations and scaling, are employed to ad-
dress dataset imbalances and improve the model’s ability to generalise 

used due to its robust transformer-based architecture, which excels at 
processing complex visual data and converting it into coherent and con-
textually relevant natural language descriptions. The generated captions 

-
imise the likelihood of the correct word sequences, using a self-attention 
mechanism to capture dependencies and relationships within the data. 
The results section presents an in-depth evaluation of various machine 
learning and transformer models. SVM consistently outperforms tradi-
tional machine learning models, achieving the highest accuracy across 
all datasets. Transformer-based models also demonstrate strong perfor-
mance, with BERT and RoBERTa leading the pack. BERT excels in training 
accuracy due to its bidirectional training on masked language modeling, 
while RoBERTa shows better generalisation on validation datasets, par-

while competitive, does not outperform BERT and RoBERTa. The study 
concludes that the Llama model, combined with transformer models, ef-
fectively generates accurate and descriptive captions for satellite image 
pairs, facilitating automated change detection tasks. This research con-

provides valuable insights into the performance of various models in this 

learning techniques, such as transformer models, to translate complex 
visual data into descriptive language, enabling more informed decision-
making across a range of applications.

Acknowledgements: This research was funded by the European Union 
(project No S-MIP-23-44) under the agreement with the Research Council 
of Lithuania (LMTLT).



High-Performance Computing (HPC) is the foundation of modern sci-

parallel. Solving these problems on a personal computer can be time-

the computation time. Here, we’ll explore the Vilnius University Faculty of 
Mathematics and Informatics (VU MIF) HPC computational facilities, which 

-
ropean Union for large-scale projects. European HPC infrastructures, 

challenges. These resources are particularly invaluable for researchers 
working on projects that require extensive computational capacity be-
yond local capabilities.

Preparing and running calculations on HPC systems is a complex 
task. European-level HPC training initiatives are organized into HPC com-
petence centres to address this challenge. These centers are crucial in 
providing specialized training and support to researchers and profes-
sionals. Through these initiatives, individuals can access various levels 
of training, from introductory courses to advanced technical workshops, 

In conclusion, the availability of HPC facilities at Vilnius University 
MIF, combined with EuroHPC JU HPC resources and comprehensive 
training initiatives, provides a robust ecosystem for advancing scien-

-
throughs and innovations.



In many simulation-based applications of optimisation, the objective 

the use of descending schemes with derivatives. Moreover, the function 
is often given as a black-box, and therefore, each function evaluation 
is an expensive operation with respect to the available computational 
resources. Derivative-free methods can be particularly suitable to ad-
dress these challenging problems studied in the framework of global 
optimisation and can be deterministic or stochastic in nature. A numeri-
cal comparison of these two groups of methods is interesting for several 
reasons and has a notable practical importance. In the presentation, the 
methods of these two groups are considered and their applications (in-



Facility location problems are commonly formulated as mathematical op-
timisation problems, aimed at determining the best locations for facilities 

-

-

real-world scenarios, environments are dynamic, and customer behavior is 
often uncertain or subject to change due to various factors. This uncertainty 

-
sumptions about customer behavior. Given these complexities, usually, it is 

-
ple customer behavior models and potential future changes. This research 

into account uncertainties in customer behavior. A multi-objective approach 
that integrates the concept of a knee point has been used to determine the 
robust solution(s) from the set of Pareto-optimal or non-dominated solu-
tions. The heuristic algorithm for multi-objective discrete facility location 

-
gorithm dynamically adjusts the ranks of location candidates based on their 

-
graphical and population data.

Acknowledgement: This research has received funding from the Re-
search Council of Lithuania (LMTLT), agreement No S-ITP-24-8.



In applications of approximation and harmonic analysis where nu-
merical methods come into play, sharpness and optimality of relations 
submitted for calculations are often of crucial importance. Even better if 
such relations are asymptotic. When convergence of Fourier expansions 
is studied (just approximation, signal processing, etc.), the so-called Leb-
esgue constants are an object whose behaviour must be thoroughly 
analyzed. The situation becomes even more complicated when linear 
means of Fourier expansions are involved rather than partial sums. For 
that case, a result due to my late friend Eduard Belinsky has been for dec-
ades the best known. However, it was in the form of bilateral estimates, 
where many additional terms had to be estimated. We have recently 
succeeded to shape it in an asymptotic way. In particular, if the asymp-
totics is “genuine” (which may be achieved by the appropriate choice of 
a function generating summability method), that is, the remainder term 
is of really better behaviour, one has to concentrate theoretical and nu-

the latter.



Molecular dynamics (MD) can utilize thousands of cores for research 
studies [1]. However, the Newtonian laws lack quantum physics phe-
nomena, which are essential for understanding molecular properties 
in solvents, crystals, and amorphous materials [1-4]. Quantum MD 
methods, such as Car-Parrinello and Atom-Centered Density Matrix 
Propagation (ADMP) models or AIMD, can be updated to include ex-
cited-state dynamics, but understanding remains limited regarding 
physical properties and computational benchmarks [2-4]. In this study, 
we present results and discussions on the challenges of Quantum MD 

complex systems.

dextrin interactions, we demonstrate that the Raman v1 mode shifts to 
lower or higher frequencies depending on the position of lycopene with-

properties, it remains sensitive to the chosen environment, making it 
challenging to accurately model the complex dynamics of the lycopene 

required.
Stilbene molecules are relatively small compared to carotenoids, 

but new methods are needed to interpret experimental data [4]. The 
combination of various Quantum MD approaches provides a deeper un-
derstanding, though it makes the required computational resources less 
predictable. 



Moreover, phosphorus-phosphorus through-space indirect spin-spin 

-

 

Fig. 1. The P-P distance from Quantum MD is crucial for understanding NMR-
based quantum computing

In conclusion, we discuss the limitations of MD and QMD methods in 
larger scale supercomputers.

Acknowledgements: Theoretical analysis and calculations were sup-
ported by the Research Council of Lithuania (Grant No. S-MIP-23-48). 
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cation aims to reduce the complexity of the text while 
preserving essential information. This aspect is important for making 
information more accessible to a wide range of readers with diverse lev-
els of reading comprehension, such as those with cognitive disorders, 
non-native speakers, children, and the general public, to name a few. 

-
tive texts, seeking to simplify them to a plain language level which would 
make these texts easier to understand for common people. We chose 

-
tion of administrative texts as well. Finally, we evaluated the outputs of 
these models quantitatively using metrics and qualitatively by employ-
ing expert evaluation. Our experiments showed that mBART performed 
the best in simplifying Lithuanian administrative texts, reaching the 
highest BLEU, ROUGE, SARI, and BERTScore scores. Qualitative evalua-
tion via assessing the simplicity, meaning retention and grammaticality 

tended to cut longer original sentences in the middle thus losing a part 
of the information. It also struggled to present sentences in correct 
Lithuanian grammar, making common spelling mistakes, jumbling the 
syntactic structure, or, in several cases, getting stuck on generating the 
same phrase over and over. ChatGPT showed potential, especially as 

version. Our future plans include improving the model (e.g. exploring 



experimentation in terms of training parameters) and increasing the 
dataset for better model performance and generalizability. Moreover, 
we plan a more thorough analysis of the model decision-making pro-
cess to consider checking for such aspects as factuality or model bias. 



Global warming and climate change have profound and far-reaching ef-
fects on global ecosystems, weather patterns, sea levels, and human 
societies, constituting a critical threat to the planet’s biodiversity and the 
prospect of a sustainable future. Simultaneously, the volume of climate 

-
lications. The automated processing of information from unstructured 
textual data is crucial, with a primary focus on the natural language pro-

relation extraction. Relation extraction involves identifying relationships 
between entities within sentences, paragraphs, or larger text units, aim-
ing to automatically generate machine-interpretable data collections 
that capture entities, their relationships, and associated attributes. 
This talk addresses the challenge of extracting named entities and rela-

change domain. Firstly, the statistics of the collected dataset is present-
ed along the problems encountered in data preprocessing. Secondly, 
the domain adaptive pretraining of the SciBERT and Climate(Ro)BERT(a) 
models and from scratch training of CliReBERT and CliReRoBERTa mod-
els is elaborated. The discussion is focused on the model architectures 
and training parameters used, highlighting the advantages and disad-
vantages of domain adaptive pretraining compared to training from 
scratch. Thirdly, the task of extracting relations and named entities in 
the climate change domain is elaborated upon, presenting results on 
LLM-enabled relation annotation and discovery. These results are used 
to train all pretrained models (i. e. BERT and RoBERTa) for supervised 
relation extraction downstream task. Finally, the plan for constructing a 
knowledge graph from extracted relations in the climate change domain 
is discussed.



Forest management in Lithuania is focused on sustainable development, 
balancing economic, environmental, and social objectives. Lithuanian 
forests, covering approximately one-third of the country’s land area, are 
a critical resource for biodiversity, timber production, carbon seques-
tration, and recreation. To better understand how forests develop over 

identify tree growth functions. These functions are mathematical models 
that describe the relationship between forest growth and other variables 
such as age, environmental conditions, and management practices. Ad-
ditionally, AI plays a crucial role in forest planning and management 
due to its ability to process large datasets, enhance decision-making, 
and improve sustainability practices. AI and machine learning (ML) are 
extensively used in forestry, as these methods enable the analysis of 
large datasets, including climate data, soil conditions, and historical for-
est management records, to optimise forest operations. For example, 
AI algorithms can help plan sustainable logging activities by predicting 
tree growth patterns and yield, while ML models assess the impact of 

health. AI-driven decision support systems can also assist in the real-

and sustainable practices. This research aims to develop tree growth 
functions for Lithuanian forests and extend the GAYA stand simulator 

country’s unique compositions of species and ecological conditions. We 



are integrating these growth functions into the GAYA framework to en-
sure accurate projections for Lithuanian forest ecosystems. Moreover, 

planning using AI methods. Initial results show that estimating tree vol-
ume growth requires accounting for various forest parameters such as 
volume, height, age, diameter, and information about cutting activities. 
By applying ML models, forest planning can be further improved by in-
tegrating diverse datasets and evaluating multiple forest management 
scenarios. 

Acknowledgements: This research is funded by the Horizon Europe 
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is co-funded by the European Union under the project FOREST 4.0 
– “Ekscelencijos centras tvariai miško bioekonomikai vystyti”, No. 10-042-
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The needs of business and society are changing rapidly, so the develop-
ment of software systems should be quickly with the ability to adapt to 
continuous change of expectations. In response to these quick develop-
ment needs, the Rapid Application Development (RAD) methodology was 
proposed in 1991 by Martin James (Martin, 1991), emphasising rapid pro-
totyping and iterative feedback over extensive up-front planning. Since 
RAD was proposed, new technologies have emerged, and approaches to 
the software development process have changed. It is therefore impor-
tant to understand the original concept of RAD and how it has changed 
over time in order to address the digital transformation of society by 
developing the digital readiness of higher education institutions (HE) and 
increasing employment opportunities for students. This research focus-
es on the RAD concept evolution analysis applying bibliometric analysis 

The analysis carried out allows us to better understand and develop a 

RAD, such as low-code, rapid prototyping, iterative development, fast-
track development, etc. In order to answer the main research question, 
“What is the intellectual structure of RAD in Computer Science?” the RAD 
concept was analysed in terms of the time period covered by RAD, the 

-
egories, the countries considering the use of RAD, and the main topics 
studied in RAD. The obtained results show that RAD processes evolve 

we observed that their sub-processes and activities change in actual 
RAD processes depending on the main business goal. Summing up, RAD 

-
ber of authors, like (Aveiro et al., 2023; Robal et al., 2024; Agarwal et al., 



2000), argue that further research is needed to understand better the 
strengths and weaknesses of each RAD and low-code approach and to 

-
ent types of applications. 
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Less-spoken languages like Lithuanian often receive limited attention 
from AI researchers, which poses unique challenges for advancing NLP 
and speech technologies in these languages. This talk will delve into the 
techniques and strategies we use at Neurotechnology to develop large 
language models (LLMs) and custom speech solutions, even with re-
stricted datasets and limited prior research. We’ll discuss our approach 
to data collection, model training, and testing, and share insights on 
overcoming obstacles in building robust language technology for Lithu-
anian. Finally, we’ll invite researchers and developers to collaborate in 
advancing AI for less-spoken languages, highlighting the importance of 
inclusive, multilingual AI innovation.



Microservice architecture is a widely used approach of application 
development due to its modularity and loose coupling and facilitate con-
tinuous deployment, integration and adaptability to changing workloads. 
Ensuring high availability and data accessibility is crucial for business suc-
cess. However, maintaining low-latency stateful microservices presents 
a greater challenge compared to stateless microservices. Deploying 
new versions or performing lifecycle management tasks on stateful 
microservices often requires a graceful failover, which can introduce 
downtime and impact the microservice’s availability budget. To mitigate 
this issue, we propose a method for graceful failover designed to mini-
mise the availability impact during lifecycle management of low-latency 
stateful microservices. The method enables the seamless redirection of 
database requests from one node to another with minimal disruption 
to client site. This is achieved by monitoring database connection ac-
tivity and forcefully terminating idle client connections. As a result, the 
method preserves the availability while allowing essential maintenance 

proposed method, a series of experiments was conducted to assess the 
availability of stateful microservices during failover. The results demon-
strate that the graceful failover method leads to a negligible impact on 
availability during maintenance operations, thus ensuring the reliability 
and continuity of service.



Real-world data often exhibits high dimensionality across various do-

microscopic scales through particle motion. The computational demands 
of processing large datasets, like microrheological simulations, within 

reduction or acceleration techniques. Among these, GPU-accelerated 
methods, particularly through NVIDIA’s CUDA platform, are increasingly 

This work involves the development of an accelerated microrheol-
ogy model using CUDA for GPU platforms, starting with a sequential 
Fortran model that posed high computational loads. With GPU accelera-
tion, the CUDA-based version of the microrheology model demonstrated 
substantial performance gains, making high-dimensional simulations 
more feasible. Various optimization techniques were applied to CUDA 

-

To facilitate interdisciplinary collaboration, the project includes a GitLab 
repository for code version control.

The accelerated CUDA version of this microrheology model provides 

-
lights the value of CUDA-based parallelization in advancing research in 
computational microrheology and large-scale simulations.



The lack of robust and accessible speech resources for the Lithuanian 

This issue is acknowledged in the State Digitization Development Pro-

Republic of Lithuania. The program emphasizes the need to integrate 
advanced tools and technological solutions to improve the accessibility, 

-
tional levels.

The project “Development of the Large Lithuanian Speech Corpus 
(LIEPA-3)” contributes to the digitization of the Lithuanian language. 
During the project, a large corpus of 10,000 hours of annotated speech 
will be created. The sources will consist of 5000 hours of read speech, 
4900 hours of spontaneous speech and 100 hours of four Lithuanian 

platforms.



The results of this project will facilitate innovation in AI and digital 
services, as well as improve public access to e-services in Lithuania. It 
will simplify interactions with digital platforms, promote digital inclusion 
and contribute to the broader adoption of AI technologies in various 
sectors. Ultimately, LIEPA-3 will support a more connected and digitally 
literate society by providing essential resources for developing user-
friendly digital services. Also, the created speech corpus will be a good 

research and informatics.



The satellite image processing has a lot of new applications in recent 
years. Open-access satellite data, such as Sentinel-2, of 10 meters, is of-

images could be ordered by specialized satellites, the topic of super-
resolution images has had a lot of breakthroughs in recent years, too; 
however, high-resolution data is necessary. Another approach for im-
proving the data labels is the usage of orthophoto images taken by 
planes or unmanned aerial vehicles (UAV).

In this research, we presenting the results on merging Lithuanian 
landscape data of orthophoto images and satellite images. The inves-
tigated data contains the orthophoto images from the National Land 
Service under the Ministry of Environment and Sentinel-2 satellite im-
ages. The Lithuanian landscape data is analysed from raw TIFF format, 
which contains RGB colour channels. 

The image splitting to patches is done using a sliding window ap-
proach. The alignment of orthophoto and satellite images is done by 
the image registration. The image transformation mapping is done by 
the OpenCV library. The image transformation mapping is done by the 
feature matching and homography transformation. The homography 
transformation is done by the RANSAC algorithm. 

The image alignment and mapping problems are presented in this 
research.

The following merged data sources are prepared for the deep learn-
ing model training. The existing segmentation masks are mapped to the 
high-resolution orthophoto images. The new masks are corrected based 



on high-resolution data. The new corrected masks are updated for Sen-
tinel-2 satellite image format. 

Acknowledgements: This research was funded by the European Union 
(project No S-MIP-23-44) under the agreement with the Research Council 
of Lithuania (LMTLT).



powerful tools for generating three-dimensional objects from various in-
put sources, such as images, point clouds, and even textual descriptions. 
The ability to reconstruct accurate 3D models from limited information 
is crucial for numerous applications, including computer-aided design 
(CAD), virtual reality (VR), augmented reality (AR), and game develop-
ment. However, generating precise 3D objects from single-view images 

occlusion, and computational cost. The aim of this study is to enhance 
existing computer vision and graphics methodologies by improving and 
optimising deep learning algorithms that enable the generation of ac-

design. The study utilised the “ShapeNetCore (v2)” dataset, which in-

developed deep-learning architecture was used to generate 3D objects 
in the form of voxels from single-view images. Data processing and mod-

To address challenges such as geometric complexity and occlusion, ef-

and normalisation, to enhance the quality and diversity of the training 
data were incorporated. For evaluating the model’s performance, met-
rics such as Chamfer Distance and Intersection-over-Union (IoU) were 

-



dicted and ground truth point clouds, while the IoU measures the overlap 
between the predicted and actual voxel grids. Preliminary experimen-

accurate 3D objects from single images, achieving an overall IoU score 

3D object generation by presenting an optimised deep-learning solu-
tion that enhances the accuracy of reconstructed objects. The model’s 
adaptability to various object categories and its potential applications in 
computer-aided design, virtual reality, and game development highlights 



Analysing text data presents various challenges, particularly in text data 

-
cation solutions, large language models (LLM) can be used. Considering 
the LLM’s capacities and dependency on the prompt, it is not well known 

texts can be. Therefore, this research experimentally analysed a Lithua-

was labelled by experts into ten classes, with each text potentially be-
longing to multiple classes (Collective, Development, Finance, Industry, 
Innovation, International, Law enforcement, Pandemic, Politics, and Reli-

options were tested to estimate the Lithuanian written multi-label text 

context for the given text: 1) chatGPT was asked to provide a one-word 
context list; 2) chatGPT was asked to provide a one-word context list 
from the 10 classes originally used by experts; 3) chatGPT was asked to 

All results were summarised and evaluated, highlighting the advantages 
and disadvantages of using chatGPT for text data context extraction. The 
results were compared with previous research, where traditional clas-

suitable and adjustable, through prompt engineering, the chatGPT is for 



has raised new challenges for educational institutions. Higher education 
students have wide access to those tools and utilise their opportunities 
for the study process and individual task implementation. Accordingly, 
the study and student evaluation process requires changes to adapt to 
the changes and ensure up-to-date technology usage as well as student 
skill growth. In this research, we overview the main GenAI-raised chal-
lenges at the higher institution and teacher level. The biggest attention is 

in text-based tasks. A decision support system for Lithuanian written 

guidelines for the GenAI-generated text detection model development 



This article presents the concept and the mathematical model of the 
elastic slit membrane. The complex structure of the membrane requires 
a non-standard approach for building the mathematical model and the 
numerical simulation scheme for the representation of the transient dy-
namics of the membrane. It is assumed that slits move in accordance 
with the fundamental axisymmetric mode of the circular-shaped mem-
brane. The mathematical model incorporates the separable variables in 

space. A large scale optimization strategy is used to generate the target 
transient modes of the membrane.



Course similarity estimation is an important task for various educational 
-

mization or collaborative online international learning (COIL) possibilities, 
transfer credit assessments and others. While syllabi are presented as 
text descriptions, and the number of courses might reach high numbers, 
manual analysis and comparison of course syllabi become time-consum-
ing tasks. In this research, we explore the estimation of course similarity 
based on course syllabi using both traditional AI methods and Large Lan-
guage Models (LLMs). We begin by reviewing traditional approaches for 
text similarity estimation – text vectorization document embedding is 

a comparison in the form of a Cartesian product on the course similarity 
was proposed. The results were compared with human based course 
similarity estimation results. As an alternative to the course similarity 
estimation, the selected course syllabi were compared using LLM. As a 
result of prompt engineering, the comparison results between the two 

of the decision provided in the text. The results highlight the strengths 
-

ing valuable insights for educators and institutions looking to automate 
course-matching solution. 

Acknowledgements: The results were achieved in MERIT project (grant 
agreement no. 101083531), co-funded by the European Union. 



resting-state functional brain connectivity. EEG-based functional brain con-
nectivity can enhance the diagnostics of MDD, especially when combined 
with machine learning methods. Functional brain connectivity, measured 
as the correlation between EEG electrodes, is represented as a graph in 

metrics – Pearson’s correlation, phase-locked value (PLV), phase lag index 
(PLI), and the imaginary part of coherence (iCoherence). These metrics are 
used to classify two resting-state conditions. The analysis is conducted on 
two datasets: the EEG Motor Movement/Imagery Dataset, which contains 
100 subjects with eyes closed and eyes open recorded with 64 electrodes, 
and the Republican Vilnius Psychiatric Hospital dataset, featuring 100 con-
trol subjects and 100 patients diagnosed with major depressive disorder, 
recorded with 20 electrodes. Machine learning methods, combined with 
LASSO for feature selection, produced strong results on the EEG Motor 
Movement/Imagery Dataset. Bootstrapped mean accuracies using bina-
rized adjacency matrices were: 84.15% (CI: [77.50%, 91.31%]) for support 
vector machines, 83.40% (CI: [75.00%, 90.00%]) for random forests, and 
81.70% (CI: [73.69%, 90.00%]) for XGBoost. Additionally, results will be pre-
sented on the Republican Vilnius Psychiatric Hospital dataset.

Acknowledgment: The conference participation is funded by EPAM.



The concept of „reasoning“ dates back over 2500 years, beginning with 
the ancient Greeks, who studied reasoning processes; Aristotle intro-
duced the term „logos,“ meaning reason, argument, and logic (Anton, 
1997). The Romans followed with „ratiocinatio,“ signifying reasoning or 
conclusions. In the Middle Ages, Thomas Aquinas used „disputatio“ and 

and Enlightenment thinkers like Descartes, Locke, and Hume further 
explored (Descartes, 2019; Locke, 1847; Hume, 2000). In the twentieth 
century, Bertrand Russell and Ludwig Wittgenstein formalized logic 
(Russell & Whitehead, 1910-1913; Wittgenstein, 2023) as the basis for 
reasoning structures, while Alan Turing laid the groundwork for comput-
ing machines capable of reasoning, establishing reasoning as a core area 

-
guage processing, task planning, and more. It is also applied in cognitive 
sciences and neuropsychology. The concept of reasoning has become 

such as mathematics and logic to professional environments where criti-
cal thinking and innovative problem-solving are required. This research 
examines the concept of reasoning as a multifaceted cognitive structure, 
with particular emphasis on abstract reasoning as a critical cognitive skill 

solve complex problems, and understand complex concepts without 
relying on concrete experiences. In our research, we conducted a bib-
liometric study to classify and summarise how the concept of reasoning 
has transformed over the past millennia, how it is currently applied, and 
its contribution to science, we used for this advanced bibliometric analy-



contributes to a broader and comprehensive study aimed at providing a 
high-level conceptual overview of the concept of reasoning, encompass-
ing various perspectives, methodologies, and innovative approaches.
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This study focuses on the prime zeta function, an under-explored function 
in analytic number theory. Special attention is devoted to its zero-free re-

10000 
zeros within the complex rectangle (0.1,1) × (0,104). Using statistical analy-
sis, we validated some conjectures regarding zeros‘ distribution patterns 

underlying structure.

which allows us to understand better the behaviour of the prime zeta 
function and the spatial distribution of its zeros. These visual represen-
tations provide a more precise, intuitive grasp of complex surfaces and 
singularities associated with the prime zeta function. The 3D models 
depict the intersections of real and imaginary surfaces and highlight ze-
ro-plane isolines, aiding in detecting the patterns previously challenging 
to observe.

( ), with a prominent peak in the neighbourhood of the line 

the critical strip, . It has been proved that the prime zeta function 
 has no zeros in the half-plane 0, where  

is the root of the equation . Note that by our calculations,

 1.682628788045196... . 
 



Summing up, these results, supported by graphical and numerical 
data, contribute to the broader understanding of the dynamics of the 
prime zeta function and pave the way for future explorations through 
advanced visualization techniques. These insights will be useful for 
researchers seeking to explore the prime zeta function’s intricate behav-
iour further.



The liver is the body’s largest gland, crucial for many vital functions such 
-

porting immune defense. Exposure to viruses or harmful chemicals can 
cause liver damage, which may lead to liver disease—a serious condi-
tion that can impair liver function and require immediate medical care. 
This study explores the early prediction of liver diseases using Quan-

hybrid QML models combine classical neural networks with quantum 
layers, utilizing the unique properties of quantum mechanics, such as 
superposition and entanglement, to enhance data processing and rep-
resentation. This allows the model to capture complex patterns in the 

tasks compared to traditional methods. Furthermore, QML has demon-

The dataset used for this study, sourced from UC Irvine Machine 
Learning, contains 583 patient records from India, where 416 cases are 
diagnosed with liver disease, and 167 are not—resulting in a highly im-
balanced dataset. Each record includes 11 attributes, such as patient 

-
ence of liver disease. 

In this work, we have proposed the ‘QML-Liver’ model, a hybrid ar-
chitecture that combines two classical layers (with 2 and 1 neurons, 
respectively) and a quantum layer containing one qubit. To evaluate its 



performance, we utilized four key metrics: accuracy, precision, recall, 
and F1-score. Our QML-Liver model has demonstrated remarkable per-
formance in predicting liver diseases, achieving an accuracy of 82%, a 
precision of 81%, a recall of 99%, and an F1-score of 89%. Compared 
to state-of-the-art models, our model improves these metrics using a 
simpler architecture and an imbalanced dataset. This approach, which 
integrates quantum mechanics techniques with classical neural net-
works, highlights its potential in liver disease prediction by allowing 
better generalization and handling of data variability.



This paper presents a novel model developed to simulate and optimize 
Renewable Energy Communities (REC) within the framework of the H2020 
PROBONO project, a European initiative aimed at delivering validated 
solutions for the design, construction, and operation of zero-emission, 
positive-energy buildings in sustainable green neighborhoods. The mod-
el is based on an agent-based and discrete-event simulation approach, 
allowing the representation of individual Points of Delivery (PODs). Each 

-
ing tools by integrating a meta-heuristic optimization process aimed at 

-
stallation. The optimization is driven by a mathematical model based on 
nonlinear programming and genetic algorithms. The model considers 
multiple complex variables and constraints, providing optimal design 
recommendations for PV installations that maximize the Net Present 

allows users to adjust key parameters like energy prices, installed PV 



-
ropean contexts. While parameterization is important for adapting the 
model to various scenarios, it’s not the most unique feature. What really 
stands out is how the agents’ behavior is driven by dynamic strategies, 

agents – representing the PODs – to adapt to varying scenarios. By align-

conditions of each country. Unlike static approaches, these adaptive 
strategies allow for more realistic and context-sensitive decision-making 
processes. The adaptability of the model was validated through a case 
study, where multiple scenarios were optimized with varying energy 
prices. These optimizations demonstrated the model’s capability to op-

-
tion to optimizing installations, the model simulated energy exchanges 
between PODs and with the grid, factoring in national regulatory con-
straints. This approach provided a comprehensive framework for REC 
management, ensuring that the model could handle diverse scenarios 
and deliver valuable insights for decision-making in applications. In com-
parison to existing tools such as GSE’s Autoconsumo simulator, ENEA’s 
RECON, and commercial products like Energy Community Designer by 

-
ergy interactions within communities but also optimizing the design of 
energy production systems. Additionally, it provides support for a wide 
range of scenarios, making it a powerful tool for investment decisions in 
RECs across Europe.



The design of energy infrastructures, such as microgrids in remote areas 
-

able, high-quality data on electricity consumption. In these regions, it is 

data, which is constrained by a number of factors including technologi-

planning and operation of energy systems. A second problem is that 
daily consumption curves cannot be fully constructed, as periods of 
data collection may be missing or contain substantial gaps. Traditional 
methods of demand forecasting are not well-suited to address these 

second problem by presenting a neural network-based approach that 
provides a robust solution for electricity demand estimation in environ-
ments where data quality and availability are problematic. The proposed 
model moves away from relying on hourly demand curves, which are 
often impractical to obtain in areas with incomplete or poor-quality 
data. Instead, we propose a causal model that incorporates key variables 
such as: temperature, humidity, hour of day, month of year, or whether 
the day is a weekday or weekend. These factors capture the non-linear 

external variables, our model can provide reliable predictions, even in 



-

real-world conditions of data collection in remote areas. Additionally, the 
model is able to handle low-quality data, as it detects and removes out-

The model was validated using real-world data from El Espino, Bolivia 
and achieved an accuracy of over 90%. This demonstrates the model’s 
ability to adapt to and compensate for incomplete and unreliable data, 
making it a valuable solution for demand estimation in remote areas 
where data limitations are common.



Societal issues such as misinformation and abusive speech have become 
a menace in recent times. Individuals have started (mis)using online 
social media platforms to spread misinformation and hate speech, pri-
marily due to the anonymity provided by these platforms and in the 
name of free speech. These are critical issues as they can create riots in a 
society, leading to loss of property and lives. We will touch upon various 
societal issues (mentioned earlier), which can be studied using several 
data science techniques. The digital traces, if studied responsibly and 

safer for society.



Modern and contemporary systems, such as the Internet of Things, are 
often large-scale and have complex structures. Together with the de-
velopment of containerization technologies, the use of microservices 
architecture began. Systems that are developed based on microservices 
architecture rely on the distribution of functions to the independent and 
isolated from each other small-scale services. This lets us achieve great-
er system availability and reliability as well as scalability. The autonomy 
and isolation of the services of this architecture made it possible to op-
timize the management and development of the fragmented system. 
As the number of systems based on microservices architecture grows, 

of services and devices. Access control is one of the main security issues 
faced when designing and developing a system based on microservices 
architecture. Services are designed to trust requests that come from 
communicating services. This trust can be exploited to disrupt other 
services or devices if access control in one of the components of the 
microservices architecture is compromised. As the Internet of Things 
technology evolves, it increasingly uses small, constrained devices that 
also require adequate security and access control. After analyzing the 
microservices architecture and access management problems related to 
it, an access management method was proposed and designed, which 
solves the access management problem in an environment of limited 
resources. The access control method was designed in microservices ar-
chitecture, which is made up of three layers – API gateway, fog layer, and 
end devices layer. The proposed method suggests using an OAuth 2.0 
protocol, which is based on the JSON Web Token (JWT), for access control 
in the API gateway. Furthermore, the mTLS method is proposed for the 
access control between the API gateway and fog layer servers. Once a 



safe communication channel is established, further JWT tokens are used. 
Fog layer servers will use JWT tokens amongst themselves, which are 
signed by the ECDSA algorithm public and private key pairs. Most of the 
devices in the end layer do not have many resources and capabilities 
to support higher security methods. Due to this reason, lightweight JWT 
tokens are proposed for the end devices. Moreover, according to the 
requirements set out in the paper, a prototype was created and tested. 
The implemented access control method in a microservices architecture 
was researched with the use of tests and software for analyzing resource 

chosen access control methods worked as intended and if they were 

the proposed access control method. The experimental research on the 
prototype allowed to compare the proposed method prototype with 
identical infrastructure without the method and evaluate the proposed 

research showed, that the proposed access control method’s increase in 

to the base measurements, and can be used in devices with limited re-
sources. The speed of the proposed access control method is slower, but 
the optimization of the method could possibly lower the negative impact 
on the requests’ response time.



Software quality models can be categorised into the development process 
and product quality models based on ISO/IEC 25000. The former focus-
es on measuring the quality of the software development process and 
lifecycle. Another is the product quality model, which depends on how 
deeply internal stakeholders are concentrated and involved in software 
development processes. Software quality assessment is complex due to 
the multifaceted nature of software systems and the diverse expectations 

-
ous parameters can be applied by which software product quality can be 
evaluated, which was impacted by development process quality, such as 

scale, and adherence to the development methodology. Since software 
development is a human-oriented process, it is possible to say that any 

-
ity and success (Davis, K., 2014; Guveyi et al., 2020). Internal stakeholder 

-
relation. Thus, once the impact of the social factors has been understood, 
it is possible to improve software development processes and, at the 
same time, achieve better values of software quality characteristics. These 
characteristics could be measured by software quality models, such ISO 

(ISO). Subsequently, the ISO 25010 standard emerged, updating the ISO 
-

curity and Compatibility, increasing quality dimensions from six to eight. 



The paper conducted research to identify and analyse the social fac-

software products using the ISO/IEC 25010 standard. The survey was 
designed to capture insights from internal stakeholders who participat-
ed in software development processes about the key factors impacting 
software quality characteristics, such as functional suitability, reliability, 

-
ity, and portability. This research allows us to evaluate the social factors 

software products based on the ISO/IEC 25010 standard. Empirical re-
sults and statistical analysis show that the biggest impact is the team 
members’ consistency, capability of the team, alignment and interrala-
tion communication. By applying these insights, software developers 
and product owners can make informed decisions that lead to better 
product quality results and higher customer satisfaction.
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The rapid increase of online content, which is often coupled with the 
ease with which people can share their opinions, has contributed to a 
rise in social issues such as cyberbullying, insults, and hate speech. To 
mitigate these issues, some online platforms have implemented meas-
ures like disabling anonymous comments or completely removing the 
option to comment on articles the users used to have. Additionally, cer-
tain platforms employ human moderators to identify and remove hate 
speech. However, due to a huge volume of online interactions, manually 
moderating content requires substantial human resources. Advances in 

-
ciently processing and managing large volumes of data. In this study, we 
present a comparative evaluation of hate speech detection solutions for 
the Lithuanian language. We used several deep learning models for hate 
speech detection: Multilingual BERT, LitLat BERT, Electra, open Llama2 
for the Lithuanian language, RWKV, BiLSTM, LSTM, CNN and ChatGPT. 
For the Electra model, we trained ourselves from scratch with Lithuanian 
texts that made more than 2.5 billion tokens. Multilingual BERT, LitLat 

neutral speech. For comparison purposes, we also trained BiLSTM, LSTM 
and CNN models for the task. Open Llama2 for the Lithuanian language 

or adapt the models to the hate speech detection task, we prepared an 
annotated dataset. It has had 27 357 user-generated comments (hate 



-
ated with accuracy, precision, recall, and F1-score metrics. Our future 
plans include augmentation of our annotated dataset with additional 
data sources and hate topics as well as experiments in model bias, ro-
bustness and output explainability.



Monitoring social and traditional media requires handling vast amounts 
of unstructured data, which can be challenging to manage and analyse 

-
formation, reducing the data volume and organising it into structured 

testing such method, based on the approach of Knowledge Graphs. 
Knowledge Graphs are a structured way of representing information 
by connecting entities through relationships, often captured using SVO 
(Subject-Verb-Object) triplets. These triplets allow for a clearer under-

Using Knowledge Graphs, the occurrences of disinformation in the mes-
saging platform Telegram were investigated. Disinformation was sought 

-
structed from collected Telegram messages and graphs made from 

database. This method was applied to analyse more than 1 million 
messages from 30 Russian and Belarusian Telegram channels selected 
by experts, which, as the initial analysis showed, are also followed by 
Lithuanian citizens and frequently contain manifestations of disinfor-

they were related to the ongoing war between Russia and Ukraine. The 
results of the analysis showed that a certain amount of disinformation 
appeared in all the analysed channels, but most channels particularly 
emphasised disinformation related to biological and nuclear weapons, 
as well as the views of the residents of the occupied territories. When 
analysing the methods, it was found that the best way to form Graph 



Kernels for disinformation detection was the Shortest Path Kernel. This 
method, unlike others, allowed distinguishing the graphs most charac-
terised by disinformation from the large number of graphs, which was 
the primary goal of this study. 



-
guage Models (LLMs) based on Transformer architecture for natural 
language processing tasks, which have been successfully adapted for 
protein sequence data. Transformer-based models pre-trained on ex-
tensive protein databases can predict structures, functions, and other 
properties from protein sequences alone. These models have shown sig-

 Viruses constantly mutate, and the changes that appear in viral 

complicate vaccination, as the new strains can be immune to older vac-
cines. To monitor the dynamics of mutational changes phylogenetic tree 
building algorithms are used. Phylogenetic trees represent evolutionary 
relationships among various biological species based on their genetic 
information. In this work, we study similarity-based methods for phy-
logenetic relationship (evolutionary path) visualisation using protein 
sequence embeddings from protein language models. 

data provider is popular among laboratories gathering sequential data 
and researchers that study these datasets.

 Our used dataset consisted of 41387 SARS-CoV-2 sequences that 
were collected in Lithuania from February 2020 to March 2023. The 
dataset spans a comprehensive three-year period (2020-2023), covering 
key phases of the pandemic in Lithuania. Studying a geographically con-

while the extended timeframe allows us to capture the full extent of the 



virus’s evolutionary dynamics over time. Data processing was applied us-

processing included phylogenetic tree building, which was done using 

samples that were collected from human hosts. 
Embeddings were built using ESM class models, namely ESM-1b and 

ESM-2 consisting of 650 million and 3 billion parameters, respectively. 
Embeddings are built for every token in sequential data of protein. As 
the data size is huge, we used the mean of outputs from the model. 
Script for embedding extraction can be found in ESM GitHub repository. 

For visualisation purposes the data dimension was shrunk using di-
mensionality reduction techniques such as TSNE and UMAP. The data 
points were grouped according to the sequence metadata such as se-
quencing date or their assigned pango lineage. Although some patterns 
emerge in produced data plots, the overlapping exists. Internal nodes, 
acquired from tree-building algorithms, were used in viral evolution visu-
alisations. The phylogenetic tree paths for this dataset were deep thus 
making it hard to make sense of the information present in the tree. Evo-
lutionary steps acquired from the tree are sparse, and evolutions appear 

-
niques like node and protein joining to build a dataset from the protein 
embeddings and phylogenetic tree data, allowing for the visualisation 
of viral mutation dynamics and the similarity between individual virus 
samples. The goal of this study is to investigate the consistency of these 
relationships. 



In the spring of 2024 (the University of Latvia, Faculty of Computing), a 

the Internet related to ICT terms. The program is scalable, and it is pos-

searching for ICT terms and the mechanical steps involved in preparing 
the material for the Terminology Commission meeting. This will enhance 
the Terminology Commission’s productivity, free up human resources 
for the more creative aspects of secondary terminology creation, and 
increase the degree of production of high-quality terms. The research 
is focused on measuring the program’s usefulness and the actual time 

The program was tested with 40 terms (the number of secondary 
terms accepted on average per month by Terminology Commission) 
from (ISO/IEC/IEEE 24765:2017(E) “Systems and software engineering 
- Vocabulary”. The research was carried out by comparing the time need-
ed when 1) manually searching the selected sources (106 min) and 2) 
searching with the program (32 min). Thus, the actual time-saving when 
using the computer program is 74 min per 40 terms.



model area, where constant model adjustment is needed. While concept 

concept shift is faster than in other AI areas. This requires additional 
data analyst work on systematic time-series forecast model tuning, or 
some automated model tuning must be done. In some areas (for ex-

forecasting), the variety of time-series data is so high manual devel-
opment of data forecast models becomes not an option. Therefore, 
foundational models for time-series forecasting are developed. In our 
previous research, we investigated the possibility of automating time-
series forecasting model selection. The results and similar research 
papers indicate that this task is feasible. At the same time, the founda-
tional time-series forecasting model achieved a forecast error rate that 

synthetically generated data applications for more accurate time-series 
forecasting model selection. The obtained results allow us to estimate 

and potential misuse cases. 



Numismatics, the study of coins and currency, is very important for 
enhancing our understanding of historical economies, cultures, and so-

-
cation and analysis of coins is a complex task that traditionally relies on 
highly skilled experts. This complexity arises from the intricate details 

damage or corrosion over time, which eliminates critical features and 
-

Transformer deep learning model. The Swin Transformer’s hierarchical 
-

ture intricate features and contextual information within the coin images. 
This makes it particularly well-suited for detailed numismatic datasets 
that require high-level feature representation and spatial awareness. 
By processing images of both the obverse and reverse sides of coins 
and integrating physical metadata like weight and diameter, the system 

-
dresses challenges such as damaged or corroded surfaces, while data 
augmentation simulates real-world conditions to improve robustness 

-

detailed numismatic datasets. Evaluated on a diverse collection of coins, 
-

able tool for numismatic research and cultural heritage preservation. 



Rather than replacing human expertise, this tool is designed to assist 

between technology and human insight. It automates the initial stages 

and interpretations that require human judgment.



The control of compressor speed in refrigeration systems is vital for 
optimizing energy consumption and enhancing HVAC performance. By 
dynamically adjusting the compressor motor speed, operations can 

temperature regulation and reduced noise levels while extending equip-
ment lifespan and lowering maintenance costs.

Conducted in spring 2024 at Kaunas University of Technology, this 
research explores various types of compressors and their control 
algorithms. The primary goal is to develop a control algorithm for a labo-

clear correlation between speed, refrigerated space temperature, and 

The implementation of this control algorithm resulted in energy con-

-
sults within the studied temperature ranges. The team foresees that the 
outcome of this study will lead to novel renewable energy infrastructure 
solutions in the heat pump solutions and their future standardization, 



A substantial amount of visual data is created while conducting sin-
gle-molecule experiments. Optical tweezers are a more widely used 

designed for analysing visual data from magnetic tweezers experiments, 
which are executed similarly. Existing algorithms, when available, often 

bead accurately. Even though tools are not readily available, some re-
quire expensive, specialised equipment purchases, making them hardly 
accessible. 

One of the primary challenges in this study is the low temporal and 
spatial resolution of the images the authors work with. The visual data 
generated during experimentation using magnetic tweezers is often of 

rings, critical in interpreting changes in the molecule under study, typi-
cally exhibit low contrast against the background, further complicating 
their detection by conventional computer vision algorithms. 

This study aims to investigate and develop an algorithm capable of 

-
terisation. At the end of this study, the performance and accuracy of the 
developed algorithm will be evaluated through experiments utilizing a 
diverse set of training videos. This will provide an in-depth analysis of the 

us to be able to detect changes or movement of the molecule connected 
to the paramagnetic bead.

Acknowledgment: The conference participation is funded by EPAM.



The Math3DGeoVR project (Mathematical Models for Teaching Three-
Dimensional Geometry Using Virtual Reality) is a European initiative 
(2021-1-PL01-KA220-HED-000030365), under the action Partnerships for 
Cooperation (Erasmus+ program).

This project is designed for students and academics involved in teaching 
and studying various Mathematical and Engineering disciplines as well as 
experts in Education. The project’s primary focus is developing an innova-
tive virtual reality technology to enhance students’ spatial reasoning skills. 
A dedicated international consortium of educators and IT developers—ex-

European universities (Poland, Estonia, Slovakia, and Portugal)—has col-
laboratively developed this cutting-edge teaching method. The technology, 
delivered through VR glasses, integrates geometric instruction with im-
mersive three-dimensional environments, highlighting the application of 
Mathematics both in academic settings and real-world situations. Several 
modules were successfully tested during a Summer School at the Univer-
sity of Aveiro, with over 30 students from partner universities participating.

-

within and beyond the partner institutions.



Const -

operator method, we have derived deformed kink solitary solutions for 

Such systems can be found in many applications, including biological 
applications, population dynamics modelling, and other areas. The so-
lutions obtained do generalize kink solitary solutions within the classical 
solitary solution framework: while classical solitary solutions employ an 
exponential time transformation, deformed solitary solutions can uti-
lize any non-singular transformation function. This allows for a much 
wider spectrum of solutions, which is not limited to the more traditional 
soliton framework but a rich variety of analytical forms. Furthermore, 

autonomous term that may be present in both the original and image 
equations. However, the construction of these more general solutions 
is far from trivial, both analytically and computationally. It requires a 

parameters. While obtaining a single solution for the aforementioned 
system is fairly straightforward, listing all possible cases is a process 
that is not feasible to perform by hand, necessitating the use of more 

are not many techniques that work smoothly with symbolic rather than 



numerical data. For that reason, a custom AI-based tool is employed to 
analyze the symbolic big data set, enabling the elimination of numer-

 of the 
proposed approach. This tool assists with the pruning of so-called dead-
end branches, which do not result in constant or degenerate solutions. 



A range of molecular sensors for measuring properties in micro-scopic 
environments is based on BODIPY (boron-dipyrromethene) molecule 
with a rotation-capable chemical group attached. The sensing mecha-

electronic excitation along the potential-energy curve of the lowest ex-
cited state with respect to the rotation angle. However, the nontrivial 
structure of base and rotation groups presents several challenges for 
such an approximation.

A reaction coordinate based on the average of opposite dihedral an-
gles, as applied in [1] and later works, is shown to better estimate the 
actual rotation than a single rotation angle, both for symmetric and asym-
metric rotation groups. A similar approach is currently being studied to 
estimate the mean curvature in TPPS4 (meso-tetra-(4-sulfonatophenyl) 
porphyrin) oligomers.

Acknowledgements: Part of the presented research is supported by 
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In 2019, the Human Biological Resource Center project was started to 
create a modern national biobanking infrastructure in Lithuania and join 
the BBMRI–ERIC. Project objectives were formulated as follows: to create 

standardized management system for collecting, processing, storing, 
and managing biological samples and related health information. The 
Lithuanian National Biobank collaborates with various organizations and 

health initiatives. Vilnius University Hospital Santaros Klinikos (VULSK) 
as the main implementer of the IT project, together with its partners 
National Center of Pathology (VPC), The National Cancer Institute (NCI), 
Vilnius University (VU), Innovative Medicine Center (IMC), Lithuanian Uni-
versity of Health Sciences (LSMU), Hospital of Lithuanian University of 
Health Sciences Kauno Klinikos (LSMUL KK), signed the HBRC Joint Activ-
ity Agreement and Lithuania joined the BBMRI-ERIC network as the full 
member in 2024.

With the rapid advance of multi-omics-based assays and medical 

research striving to deploy personalized medicine in clinical practice 
increasingly depends on high-quality, well-annotated samples and data-
sets. Following the broad participants’ consent, the samples in the 
storage can be linked with clinical information to form biospecimen col-



lections and further serve the development of personalized medicine 
strategies. However, inconsistent operational procedures cause collec-
tions to be scattered across Lithuanian biobanks, making samples and 
data inaccessible and slowing down request processing. 

To achieve this goal, we designed and implemented biobanking 

network. The architecture has three main parts: the hospital infrastruc-
ture (VULSK HIS, NCI HIS, VPC HIS), the biobank laboratories software 
(Modul-Bio’s MBioLIMS BioBanking Software) for biospecimen manage-
ment, and the information technology infrastructure integrating biobank 
networking operations (biobank participant registry, HIS integrations, 
The State Data Agency integration).

MBioLIMS BioBanking software manages the complete life-cycle 
from reception to distribution of biospecimens and associated data. Its 

within the same network. This allows national biobanks to work in the 
same system autonomously but also share nomenclature and standard-
ized processes. It is possible for a supervising site to view and search all 
biobanks‘ data in the cluster.

As the feasibility study of the implemented system, we report here a 
case study of a VULSK biobank with 12,300 patients enrolled by June 1st 
2024. At this date, the biobank database contained more than 101,500 
inpatient, 823,200 outpatient, and 6,200 emergency encounters (includ-
ing historical) and more than 120,000 DICOM images, mostly Ultrasound 
(US), Computed Radiography (CR), and Computed Tomography (CT) 
modalities. Patients had cancer and blood diseases (TOP 3 according to 
ICD-10-AM cancer and blood disease groups, D70-D77 - 33.2%, C81-C96 
- 32.2%, D60-D64 - 29.1%), infections (TOP 3 ICD-10-AM infection groups, 
U00-U49 - 29.2%, A30-A49 - 18.9%, B95-B97 - 8.2%), other diseases (TOP 
3 ICD-10-AM other diseases groups, E70-E89 - 38.2%, I10-I15 - 35.0%, J09-
J18 - 24.7%).



Process mining, introduced by Aalst in 2004, extracts process-related in-
formation from historical event logs and has become an essential tool 
for data-driven process improvements. Business process mining, an 

processes by applying data mining and machine learning techniques to 
event data. Despite its novelty, process mining has quickly gained broad 
support due to its ability to provide fast, reliable, and ongoing insights 
for discovering, monitoring, and optimising business processes. Process 

detailed, micro-level analysis of process behaviour that complements 
the macro-level insights BI provides on overall business operations. 

-
livering deep insights that drive operational excellence. By bridging the 
gap between process science and data science, process mining has 
become an indispensable tool for fast-growing and ambitious manufac-
turing organisations. While modern business systems like CRM, Finance 
Management Systems and ERP capture extensive event data, visualising 

-

visualisations must highlight patterns, detect anomalies, and simplify 
interpretation for auditors and decision-makers, but the complexity of 
processes and volume of data can lead to misleading visuals. Aligning 



visualisations with diverse stakeholder needs and ensuring they en-
hance communication across teams is another challenge. Each task is 

visual representation and comprehension of data. Process visualisation 
involves animating process executions in various formats. It can also 
be depicted through process cube operations, visualising dimensions 

statistical diagrams and other visual techniques. This research explores 
these challenges by presenting examples of process mining visualisa-
tions derived from historical event logs and discusses how visualisations 
can better support business decision-making.



awareness and enhancing safety in maritime operations. This paper pre-
sents an approach that leverages complex network theory and feature 
extraction techniques to model and analyze marine vessel interactions 

-
struct a dynamic maritime network where nodes represent vessels, and 
edges capture interaction factors such as proximity, speed and head-
ing correlation, and route similarity. Key network features, including 

into patterns such as congestion, cooperative navigation, and risk-prone 
behaviours. Through the application of clustering and network analysis 
algorithms, we identify distinct interaction types and anomalous activi-

The framework is validated using historical AIS data and maritime in-

-

-
ciency in increasingly congested and complex maritime environments. 
This research contributes to the development of advanced tools for real-

enhance navigational safety and optimize marine operations.

Acknowledgements: This project has received funding from the Re-
search Council of Lithuania (LMTLT), agreement No S-MIP-24-117.



-
er plants is essential, as even minor malfunctions can lead to substantial 

This study focuses on the analysis of energy production data from a solar 
power plant in Lithuania, consisting of 143 strings distributed across 12 
inverters, collected over a 19-month period. To facilitate the analysis, 16 
key features were extracted from each string’s time series data during the 
preprocessing phase. These features capture the global structure of the 
data, transforming each time series into an object with 16 representative 
attributes. This transformation made the data more suitable for further 

-
ous statistical and machine-learning techniques were applied to detect 
systems exhibiting abnormal behaviour. The combination of Principal 
Component Analysis (PCA) and Alpha-Hull methods was used to reduce 
dimensionality and identify anomalous systems by isolating points outli-
ers. Alongside this, other machine learning algorithms, such as Isolation 
Forest (iForest) and Local Outlier Factor (LOF), were employed to detect 
anomalous systems. The results suggest that these methods can po-
tentially identify solar energy generation systems exhibiting abnormal 

assessment of string performance. This approach provided valuable in-
sights into which systems were underperforming or exhibiting abnormal 
behaviour. In addition to the aforementioned techniques, the study also 
utilised Random Sample Consensus (RANSAC) and Density-Based Spatial 
Clustering of Applications with Noise (DBSCAN) methods to construct 



-

potential for fault detection in solar power plants.
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Thermal imaging-based activity recognition becomes essential in various 
domains such as surveillance, healthcare, robotics, augmented reality, au-

operate under challenging conditions, such as low-light environments, 
variations in illumination, and heightened privacy concerns. Each chal-
lenge demands advanced technological solutions to ensure accurate 
and reliable performance. The objective of this study is to enhance the 
performance of keypoint detection by integrating various loss function 

person thermal dataset has been introduced as part of this study, which 
contains a comprehensive collection of 1000 images captured using a 
thermal camera. The keypoint detection process is carried out using the 

1 2
and LOKS
model’s performance. The results show a 1.3% improvement in keypoint 
detection accuracy when using L1 1 loss 

the performance of several YOLOv8-Pose models, ranging from Nano to 
Extra Large, in terms of keypoint detection accuracy and processing capa-

OKS of 95.6%, with a processing time of up to 10.4 milliseconds per frame, 

underscore the critical importance of both optimising loss function and 
model selection to improve the accuracy of keypoint detection in thermal 
images in diverse environments and conditions.



Microbubbles (MBs) can be pushed through blood circulation under ra-
diation force guidance and facilitate the drug adhesion via cavitation. 
However, the retention and accumulation of MBs on the target site is 

-
darterial region and thrombosis. In this study, we propose the acoustic 

-

the AVT become feasible in vivo applications. Moreover, the AVT trap-

blood vessel and B-mode images can see the manipulating process of 
-

laries mimic tube and acoustically monitored by a 7 MHz B-mode imaging 
-

element (frequency: 3.1 MHz, pressure: 800 kPa, duty cycle: 9.6%). When 
the AVT was applied, primary radiation force displaced MBs perpendicu-
larly from the center streamline and the secondary radiation force make 

collected the attached clusters toward the potential-well to form a big 
-

The retaining big cluster can be detected by B-mode imaging resulting to 
1.06 mm speckle pattern. These results suggested that AVT are useful in 
precise retention of MBs under intravascular conditions and the surveil-
lance ability can ensure process safety. Furthermore, MBs signals within 



mouse capillaries could be locally improved 1.7-fold and the location of 
trapped MBs could still be manipulated during the initiation of AVT. The 
proposed AVT technique is a compact, easy-to-use, and biocompatible 
method that enables systemic drug administration with extremely low 
doses.



Unit testing is a fundamental aspect of software testing, which ensures 
the correctness and robustness of code implementations, but their 
creation requires considerable time and resources from developers. It 
has already been proven that special software can generate test cases 
using conventional methods such as SBST or random testing (Tang et 
al., 2024). However, the generated test’s code reached high code cover-
age metrics but was highly unreadable by developers. Large Language 
Models (LLMs) can solve readability issues by learning from training data 
containing real human-written test code examples. However, another 
challenge arises, such as unit tests reaching better coverage, but they 
are independent of functional context (Ryan et al., 2024). Researchers 
suggest solving this issue by additionally introducing the context of the 
code fragment into LLM’s training set, improving overall results and its 
quality metrics. Recent research with LLM-generated unit tests focuses 
on code coverage as a unit test quality measure (Pan et al., 2024; Lops 
et al., 2024; Bhatia et al., 2024). However, this is not enough, and we 
suggest involving additional ways in which unit tests will be reliable 
and understandable. These additional two ways: comparison measures 
based on abstract syntax trees such as CodeBLEU, RUBY, and measure-
ments based on machine-translation metrics such as ROUGE, METEOR, 
chrF. According to this, this paper proposed to research and analyze how 
to measure the quality of the LLM-generated unit tests. In this research, 
three LLM models were applied, which were used for unit test genera-
tion according to the provided source codes. The generated unit tests 



were evaluated by test quality metrics such as coverage and machine 
translation-based metrics. Our research results allow us to highlight sev-

observation was that LLM models generated unit test coverage that 
achieved an average of 76%. The second research result was that se-
mantic and syntactic similarity based on AST was achieved up to 0,99 
between LLM-generated unit tests.

Acknowledgment: The conference participation is funded by EPAM.
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-
bases encompassing both public and private companies, which in return 
helps to make an informative decision about countries’ economic ten-
dencies. The research involves combining multi-source datasets, data 
cleaning, explanatory data analysis, retrieval of embeddings, feature 

and post-clustering analysis. Gathered insights allow for informative 
decisions about taxes, needed state aid and competition analysis. In 
both the Republic of Lithuania and the European Union, the enterprise 

-
tivities (NACE), which employs a six-digit framework. For instance, code 

that involve agents. The initial two digits represent overarching enter-

the economic activities of enterprises using descriptions that could be 
found in the “Company Description” section of the rekvizitai.lt website. 
The dataset consists of 28350 business descriptions. Two main themes 
were observed in the data: (1) the average description lengths are 14, 
excluding stop-words; (2) the most common activities in the Lithuania 
economic sector are wholesale, retail, agriculture, and service industry. 
In this study, 3 embedding methods (BERT, LaBSE and Word2Vec), 4 
feature selection methods (PCA, UMAP, SVD, and autoencoders) and 8 
clustering methods (K-means, GMM, agglomerative, mean shift, OPTICS, 
BIRCH, HDBSCAN, DEC) were used for experimentations with 195 mod-



els trained in total. Three main metrics, silhouette score, Davies Bouldin 
score, and Calinski-Harabasz Index, are evaluated across all clustering 
algorithms, with adjusted Rand Index and mutual information evalu-
ated for hard-clustering methods. The initial experiments showed that 
LaBSE and Word2Vec are the most prominent methods for embedding 
retrieval, while PCA and UMAP are most suitable for dimensionality re-
duction. The elbow approach was employed in additional experiments 
to determine the ideal number of clusters. Although these experiments 
demonstrated that data may be grouped into fewer clusters, the out-

adhering to the original NACE space facilitates a more accurate assess-
ment of the current economic landscape situation. Clustering results 
from K-means, agglomerative, and mean shift methods showed good 
intra-clustering and slightly above average inter-clustering results. This 
research demonstrates that enterprise activity sectors can be catego-
rised using Lithuanian descriptions and the K-means, agglomerative, or 
mean shift clustering algorithms. Future research will focus on all three 
algorithms hyperparameter optimisation to improve inter-clustering 
and intra-clustering results.



According to the Transport Innovation Association estimations, on aver-
age, a single lorry driver carries about 50 sheets of paper consisting of 
only 15 CMR documents. In Lithuania alone, there are about 50,000 ac-
tive trucks each month, resulting in about 192 tonnes of wasted paper 
annually. The manual entry of document data into enterprise resource 

could consist of errors. To address these issues, a framework for the 
digitisation of logistic documents, such as invoices, receipts and CMRs, 
is proposed that uses object detection, optical character recognition 

During the experimentation phase, multiple object detection models 

CenterNet HourGlass104 were evaluated. OCR models like Tesseract, 
EasyOCR, KerasOCR, Kraken, Doctr, and Google OCR were tested. Exten-
sive evaluations showed that using the combination of Faster-RCNN and 
Google OCR works the best for document digitisation. The object de-
tection model was trained using approximately 1000 images that were 
equally distributed among three classes of documents. The Faster-RCNN 
model achieved an average precision (AP) of 0.95 at an Intersection over 
the Union (IoU) threshold of 0.5, 0.84 AP at an IoU of 0.75, and 0.71 AP 
IoU ranging from 0.5 to 0.95, with an average recall (AR) of 0.75, within 

lack of annotations, with Google OCR proving the best results in the pres-
ence of minor inaccuracies in bounding box placement or noise within 
the bounding box. To further increase the accuracy of the object detec-



tion model, a semi-automated labelling process was introduced, where 
a trained Faster-RCNN model is used to generate initial bounding boxes 
and class labels on unseen data, which later are manually adjusted for 

system is an improvement in automating logistics document digitisation, 
-

 



Human hearing has unique characteristics that are actively modeled and 
integrated into speech signal analysis and processing. Masking, frequency 
selectivity, individual nature, and adaptivity of the human auditory system 
are the features we are trying to understand, model, and implement in 
speech signal processing applications. In the speech enhancement do-

new ideas and models are being proposed and developed, most have in-

-

and individual nature of the human auditory system, as these static mod-

method. A persistent challenge in current speech enhancement methods is 

environments. This contrasts with the human auditory system’s ability to 

In this study, we are exploring and comparing human auditory models, 
searching for innovative ideas of dynamic, adaptive, or active properties 
applicable to speech signal enhancement tasks. Successful modeling 
of these properties and their integration into non-linear neural models 

human auditory system-based speech enhancement approach. This will 
potentially improve the performance of speech enhancement systems in 
real-world scenarios, leading to more intelligible speech for various ap-
plications, such as hearing aids, telecommunications, and voice assistants.



In the real world, ambient noise often impeded human speech, such 
as passing cars, background chatter, or other environmental sounds. 

-
ers struggle to do the same. Even with advanced noise cancellation 

challenge. Researchers use many types of real-world noise to improve 

and regularly updated noise datasets. The goal of this work is to create 

comprehensive noise dataset recorded in Vilnius, Lithuania, in 2024. The 
recordings capture high-quality single-channel audio at a sampling rate 
of 44.1 kHz, stored in WAV format, and quantized at 24 bits. The dataset 
was produced using a Shure SM78b dynamic microphone and a MiX-
Prie 3 audio interface. The dataset consists of a variety of indoor and 
outdoor sounds. Long-duration sounds, each lasting 30 minutes, include 
construction noise, a city street, a bus stop, neighborhood sounds, for-
est ambiance, rainfall, and the sound of a vaporizer. In addition to these 

and a microwave oven. The variety of noise recordings and multichannel 
format of the dataset make it an optimal choice for tasks such as noise 

Acknowledgements: This project has received funding from the Re-
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Music source separation refers to the process of isolating individual 
audio sources from a mixed audio signal, allowing for enhanced manip-
ulation and analysis of musical elements. With the growing availability 
of music in digital formats, the number of research articles on music 

-

3) Attention-Based Transformers. This work presents and discusses the 
results of a survey on music source separation approaches. The primary 
purpose of this analysis is to understand the underlying logic of each 

to compare the performance of the models that adapt machine learning 
algorithms using a quantitative metric – SDR (signal to distortion ratio) 

-
cient for separating stems in a musical recording. Our literature analysis 
not only answers the question of which models are most commonly used 
in the existing literature but also provides answers to which datasets are 
employed for model training and which acoustic features are utilized to 
represent the acoustic signals of musical instruments. The results of this 
analysis contribute to a deeper understanding of current research ap-
proaches and provide a foundation for future research in this area. 
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