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Abstract: Implementing energy-efficient solutions in a built environment is important for
reaching international energy reduction targets. For advanced energy efficiency-related solutions,
computer-based decision support systems are proposed and rapidly used in a variety of spheres
relevant to a built environment. Present research proposes a novel artificial neural network-based
decision support system for development of an energy-efficient built environment. The system
was developed by integrating methods of the multiple criteria evaluation and multivariant design,
determination of project utility and market value, and visual data mining by artificial neural
networks. It enables a user to compose up to 100,000,000 combinations of the energy-efficient
solutions, analyze strengths and weaknesses of a built environment projects, provide advice for
stakeholders, and calculate market value and utility degree of the projects. For visual data mining,
self-organizing maps (type neural networks) are used, which may influence the choosing of the final
set of alternatives and criteria in the decision-making problem, taking into account the discovered
similarities of alternatives or criteria. A system was validated by the real case study on the design of
an energy-efficient individual house.

Keywords: energy-efficiency; built environment; solutions; artificial neural networks; decision
support system; quantitative and qualitative analysis

1. Introduction

At the global level, buildings and the construction industry together consume about 36% of
energy and generate 39% of related carbon dioxide (CO2) emissions (taking into account electricity
production) [1]. The European Union (EU) aims to achieve 20% energy savings by 2020 (compared
with the projected energy use in 2020). Its target is to reduce primary energy consumption at least to
1483 million tons of an oil equivalent (Mtoe) and a final energy consumption at least to 1086 Mtoe in
2020. In 2016, primary energy consumption in the EU was 4% off the efficiency target [2].

To reduce final energy consumption and to achieve the intended targets, stakeholders
(governmental institutions, construction and real estate business enterprises, households, individuals)
have to modify a built environment by substantial means and search for new energy-efficiency
improvement solutions.
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Implementing the energy-efficient solutions in a built environment is important for reaching
energy reduction targets. Therefore, the European Commission has introduced the Energy Performance
of Buildings Directive (EPBD). The EPBD aims to significantly increase investments in energy-efficiency
measures within building sector [3]. Besides, local governments worldwide already apply various
measures to encourage energy-efficiency oriented behavior: obligations, grants, pricing/taxation,
infrastructure/facilities (e.g., provision of recycling facilities), incentives and penalties, provision of
information/education, community involvement, personal involvement, recognition, social pressure,
and media/marketing.

Energy is important in each individual’s everyday life, which in turn has an impact on the
achievement of the energy policy objectives at national and international levels. Habitants are among
the largest energy consumers in most countries. Therefore, households are encouraged to use resources
reasonably and to reduce final energy consumption in order to achieve multifold benefits, that is,
to diminish energy costs and emissions and to stimulate markets to provide new and improved
solutions [4].

Recently, the growing interest in an energy-efficient built environment has led to an increase
of related research. Many studies include an economic assessment of energy-related measures and
their optimizations [5–10], including cost-benefit analysis techniques [11]. For advanced energy
efficiency-related solutions, computer-based decision support systems are proposed and rapidly
used in a variety of spheres relevant to a built environment [12]. Labonnote et al. [13] emphasize
the importance of decision support systems in achieving more sustainable and more intelligent
constructions as they “integrate a selection of processes, constraints, time span, and performance
criteria that are relevant to all involved stakeholders”. Authors [13] classify emerging decision
support frameworks into four categories, namely, multi-process simulation tools, sensitivity
analyses, multi-criteria optimization systems, and design space exploration methods. However,
recent developments in technology allow integration of different approaches for the development of
“more intelligent” decision support systems. Examples include an integrated use of multiple criteria
optimization methods, geographic information systems (GIS), artificial neural networks (ANNs),
data mining techniques, biometrics, intelligent agents, and sensors (refer to the literature [14] for
detail review).

Present research focuses on the integration of methods of the multiple criteria evaluation and
multivariant design [15], project utility and investment value assessment [16], and visual data
mining by ANNs [17]. The aim is to develop a novel decision support system for selection of the
energy-efficient built environment solutions.

There are many valuable studies in scientific literature related to the subject of research.
A summary of the state-of-the-art proposed decision support systems is presented in Table 1.
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Table 1. Review of the energy-related decision support systems in the area of built environment. GIS—geographic information systems; ANN—artificial
neural networks.
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[18] GIS-based decision support system for building retrofit GIS-based selection and comparison of retrofit scenarios in terms of energy savings and carbon emissions. No Yes No No

[19] Systems simulation framework to realize net-zero
building energy retrofits

Assessment of energy needs during a lifecycle, determination the best strategies to retrofit a building
stock. Used for retrofit of public buildings. No Yes No No

[20] Decision-making tool for energy efficiency
optimization of street lighting Optimization of interventions on energy retrofits of public street lighting systems. Yes No No No

[21] The A56opt-tool Decision support for cost-effective energy and carbon emissions optimization in building renovation;
estimation of renovation packages. No No Yes No

[22] Multi criteria decision support system to assess energy
performance of school buildings Assessment of energy performance of school buildings based on ELECTRE TRI method. Yes No No No

[23]
Integrated heritage building information modelling
(BIM), numerical simulation, and decision support
systems

Selection of the best retrofit solution for a pilot historical building. Yes No Yes No

[24]
Artificial neural network decision support tool for
assessment of the energy performance and the
refurbishment actions

Energy and economic evaluation of the best refurbishment actions. Used for the non-residential building
stock in southern Italy. No No Yes Yes

[25] Framework to support decisions for building
energy retrofit Development of indicator to support policies of building energy retrofit by machine learning procedures. No No No Yes

[26] Decision support system for the multicriteria analysis
of existing stock

Assessment of the quality of large building stock by Bayesian Networks to prioritize
refurbishment actions Yes No No No

[27] Multicriteria spatial decision support systems for
future urban energy retrofitting scenarios

Integration of two instruments (GIS and multiple criteria decision support) to identify and evaluate
alternative energy urban scenarios in a long-term period perspective. Yes No No No

[28] Hybrid decision support system for generation of
holistic renovation scenarios

Generation of renovation scenarios by using genetic algorithm, simulation of scenarios in terms of energy
consumption, investment cost and thermal indoor comfort, and determination of optimal scenarios by
multiple criteria-based methods.

Yes Yes Yes No
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[29] OPTIMUS decision support system Reduction of energy use and CO2 emissions in public buildings through a set of suggested energy
management actions. No No Yes No

[30] Multi-criteria decision support system for the selection
of low-cost green building materials and components Decision aid for designers in their choice of materials for low-cost green residential housing projects. Yes No Yes No

[31] Fuzzy multi-criteria decision making approach to
assess building energy performance

Assessment of building energy performance, improvement the effectiveness and efficiency of
construction based on multiple criteria evaluation. Yes No Yes No

[32] Spatial multi-criteria decision support system GIS-based preparation of environmental assessment reports and the construction of scenarios for the
adoption of urban plans, their multiple criteria evaluation. Yes No No No

[33] Spatial decision support system GIS-based inspection and environmental management of buildings based on multi-criteria evaluation. Yes No No No

[34] Neural network based optimization approach for
energy demand prediction in smart grid Forecasting of energy demand. No No No Yes

[35] Artificial neural networks to assess heating, ventilation,
and air conditioning HVAC related energy saving

HVAC-related energy saving in retrofitted office buildings by ANN-based analysis of pre- and
post-retrofit energy consumption data. No No No Yes

[36] Prototype neural network for smart homes and
energy efficiency Use of ANNs as a part of smart home systems to design of highly personalized energy-related services. No No Yes Yes

[37] Artificial neural network for assessment of energy
consumption and cost for cross laminated timber

Forecasting of the energy consumption and cost of cross laminated timber office buildings. Used in the
early stage of architectural design. No No Yes Yes

[38] Expert decision support system EGTAV-SPS Assessment of energy generation technologies. Yes No Yes No

[39] Intelligent passive house design system Design the most efficient alternatives of a passive house by means of multiple criteria analysis,
multivariant design, and market value adjustment. Yes Yes Yes No

[40] Decision support system for construction and retrofit
projects (DSS-CRP)

Assessment of construction projects in conceptual and qualitative forms, estimation of their
market values. Yes No Yes No

[41] Multiple criteria decision support system of intelligent
built environment (MDSS-IBE)

Design of the intelligent built environment by integration of multiple criteria evaluation, multivariant
design, and market value estimation methods. Yes Yes Yes No

[42] Decision support system of built environment for
climate change mitigation Assessment of renovation measures in terms of climate change mitigation Yes Yes Yes No
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It is observed that decision support systems perform many energy-related functions;
namely, selection of scenarios for buildings‘ retrofit in terms of energy savings and carbon
emissions [18,19,21,23–25,27,28,42], energy efficiency optimization of street lighting [20], assessment
of energy performance of buildings [22,31], selection of energy management actions [29] and
low-cost green building materials and components [30], spatial environmental assessment [32,33],
energy demand prediction and optimization [34–37], assessment of energy generation technologies [38]
and construction projects [40], designing of the most efficient versions of a passive house [39] and
intelligent built environment [41].

Various methods are applied to implement the functions mentioned above: multiple criteria
evaluation [20,22,23,26–28,30–33,38–42], GIS-based modelling [18,27,32,33], multivariant design or
development of scenarios [18,19,28,39,41,42], and cost optimization [21,23,24,28–31,36–42]. However,
these methods are rarely used in an integrated manner. Some of the decision support systems that
had been previously developed by Kaklauskas and co-authors [38–42] integrate methods of multiple
criteria evaluation, multivariant design, determination of project utility, and market value; however,
to the best knowledge of authors, ANNs have never been integrated with these methods.

Some authors [24,25,34–37] propose artificial neural networks (ANNs) for energy demand
prediction and optimization. For instance, Beccali et al. [24] applied ANNs for energy and economic
evaluation of the best refurbishment actions. Muralitharan et al. [19] have developed a novel approach
based on neural network optimization to predict energy demand in smart grid [34]. Deb et al. [35]
employed ANNs to assess possible heating, ventilation, and air conditioning energy savings in cases
of 56 retrofitted office buildings. Teich et al. [36] proposed a neural network based subsystem that
provides personalized services for smart homes. Studies proved accuracy of ANN-based prediction
compared with multiple linear regression [35] and stability of neural network-based solutions [36].
However, it is observed that in these studies, ANNs are not integrated with the multiple criteria
evaluation and multivariant design methods.

In summary, an analysis of the available decision-support systems and approaches reveals that the
researchers from different countries investigate energy-efficient solutions for the development of built
environment; however, studies rarely analyze a life cycle, alternative energy-efficiency improvement
solutions, requirements of stakeholders, and external and internal influencing environmental factors
in an integrated manner. Moreover, artificial neural networks are seldom incorporated into multiple
criteria-based decision-support tools. To fill this gap, authors propose an original artificial neural
network-based decision support system for development of an energy-efficient built environment
(NANSEN). This system was developed during the implementation of the Intelligent Energy Europe
project “Master and Post Graduate education and training in multidisciplinary teams implementing
EPBD and beyond” (IDES-EDU) [43] and currently is used for educational purposes [44,45].

The structure of present publication is as follows. Section 2 describes a methodology, proposes a
model for selection of the energy-efficiency improvement solutions and introduces a NANSEN system.
A case study and simulation results are presented in Section 3. Discussion, including limitations and
insights for the future research, is provided in Section 4. General conclusions are presented in Section 5.

2. Materials and Methods

2.1. A Model for Selection of the Energy-Efficiency Improvement Solutions

The effectiveness of energy-efficient built environment development solutions shall be considered
throughout the entire life cycle, from the conceptual and design stages to construction, operation,
maintenance, demolition, and utilization. The entire built environment development process shall be
planned and implemented in line with stakeholder aims; moreover, factors influencing the external
and internal environments (micro, meso, and macro levels) must be estimated. Therefore, selection
of the most rational energy-efficiency improvement solutions is considered as a multidimensional
problem. To solve this problem, an original model for selection of energy-efficiency improvement
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solutions (hereafter, A Model) was developed by the authors of this present publication (see Figure 1).
A Model involves the following steps:Energies 2018, 11, x FOR PEER REVIEW  7 of 20 
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1. Comprehensive description of a research object in quantitative and conceptual manners.
2. Study of the influencing environmental factors by PEST (analysis of political, economic, social,

and technological factors), SWOT (analysis of strengths, weaknesses, opportunities, and threats)
or other similar approaches.

3. Determination of requirements of stakeholders by means of surveys.
4. Development of energy-efficiency improvement solutions and description of alternatives by

valuation criteria, their significances, and values.
5. Multiple criteria evaluation of the energy-efficiency improvement solutions by the COPRAS

(complex pro-portional assessment) method (refer to the literature [15] for detail description).
6. Analysis of the market value of alternative solutions using the method proposed by Kaklauskas

et al. [16].
7. Multivariant design of energy-efficiency improvement solutions by the method presented in the

literature [15]—development of combinations of individual solutions into the projects and their
evaluation by the COPRAS method.

8. Multidimensional data visualization by artificial neural networks (ANNs) (see Section 2.2.3 for
more detail explanation).

9. Choice of the most rational development project.

A Model is dedicated to stakeholders who are involved in the design and development processes
of an energy-efficient built environment. Based on this model, stakeholders can develop many
alternative versions of the projects, assess them, and make a final choice of the most rational one.

Indeed, practical implementation of A Model may be complicated because of an extensive amount
of data that needs to be analyzed, as well as difficult calculation procedures. For these purposes,
authors propose an IT-based tool, the NANSEN system, which is further described in Section 2.2.

2.2. Description of NANSEN

To select the most rational alternatives for development of an energy-efficient built environment,
the NANSEN system was proposed. Its structure is presented in Figure 2. The main elements of the
system are described as follows.

2.2.1. Database and Its Management Subsystem

Built environment development projects involve different stakeholder groups, including
customers, inhabitants, architects, contractors, suppliers, facility management organizations,
municipalities, and governmental and non-governmental institutions. These groups may have
different aims, educational levels, and expertise at a large scale, influencing the decision-making
process. To analyze the available alternatives of energy-efficiency improvement solutions properly
and to select the most rational one, it is important to describe alternatives by economic, socio-cultural,
political, legal, technological, environmental, and other types of quantitative and qualitative data
(see Figure 1). These data shall be provided in a user-friendly manner.

Necessary information about energy-efficiency improvement solutions for decision-making in
NANSEN can be expressed in a conceptual form (i.e., text, figures, photographs, sounds, video) as
well as quantitative and augmented reality forms. Quantitatively expressed information includes
systems and sub-systems of evaluation criteria; their significances, measurement units, and estimated
values. Conceptual information helps to describe alternative energy-efficiency improvement solutions
properly. Thus, a decision-maker gets substantial information from NANSEN for making an integrated
analysis of alternatives and choosing the most rational one.

The structure of the NANSEN database is relational—all the necessary data is collected in the
form of tables. As mentioned above, these tables include exhaustive information (quantitative and
conceptual) about the alternative energy-efficiency improvement solutions. Parts of these tables are
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logically connected. A developed database management subsystem allows compiling, storing, editing,
navigating, and browsing large amounts of obtained data.
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The NANSEN database encompasses the following tables:
1. Primary data tables. Tables provide general information about the elements of the

concerned built environment (i.e., land, buildings, and their surroundings and infrastructure),
their depreciation level (physical, economic, functional), and the amount of financial resources intended
for improvements.

2. Tables assessing energy-efficiency improvement solutions include information about the
proposed alternative energy-efficiency improvement measures (alternatives). The tables are filled as
follows:

• gathering and presenting basic information about energy-efficiency improvement solutions
(i.e., insulation, windows, doors, and other elements);
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• developing and defining systems and sub-systems of evaluation criteria and their
measurement units;

• estimating and presenting the values of the criteria, including calculations;
• assessing the significances of criteria.

Basic information to fill the tables is obtained from available resources, that is, projects,
technical specifications, regulations, standards, catalogues, consultations with experts, case studies,
best practices, and analogues from similar projects.

With general data on alternative energy-efficiency improvement solutions, the next step is to
develop systems and sub-systems of criteria for their assessment. The selection of criteria depends on
estimation purposes; they can be determined by customers; inhabitants; experts; or other stakeholders,
such as municipalities. The values of the criteria to describe the alternative energy-efficiency
improvement solutions are obtained by analyzing their specifications and documents and best practices,
as well as by using the statistical, expert, and other available methods. Here, the precision of
information is vitally important as the selection of the most rational solution depends on it. It is
noteworthy to mention that quantitative information, that is, costs and dimensions, is usually objective.
On the other hand, the values of the qualitative criteria are usually subjective; therefore, use of the
expert methods that contribute to objectivity for their assessment is recommended.

The users of NANSEN may change the criteria and their significances according to specific needs
and financing opportunities. For instance, one customer considers the thickness of a thermal insulation
for a building envelope to be more important than an aesthetic look, while some other customer has
an opposite opinion. The customer who aims to express his/her opinion may evaluate significances
of criteria in numeric values, which will indeed affect general estimation of the energy-efficiency
improvement solutions.

3. Tables of multiple criteria analysis and multivariant design results. These contain
information on the evaluation results of individual energy-efficiency improvement solutions
(elements), interconnection of these elements, their multivariant design results, and the most rational
project alternative.

The multivariant design method [15] permits development of up to 100,000,000 alternative
combinations of energy-efficiency improvement solutions. Verification of such solutions is in
accordance with the requirements of stakeholders. Solutions that do not match certain requirements
are excluded from further analysis.

2.2.2. Model-Base and Its Management Subsystem

Beneficence of built environment energy-efficiency improvement solutions is often determined
by considering many factors of the external and internal environment (see Figure 1). Therefore,
NANSEN has to incorporate models for a detailed examination of the concerned energy-efficiency
improvement solutions and rational selection of alternatives. For these purposes, function-related
models are proposed:

• Model 1: development of energy-efficiency improvement solutions (alternatives), that is,
insulation of walls, roof, selection of doors, windows, solar panels, and other elements under
user’s request;

• Model 2: establishment of the significances of criteria (by expert or other approaches);
• Model 3: multiple criteria evaluation and ranking of alternatives;
• Model 4: calculation of utility degrees and market values;
• Model 5: multivariant design of improvements and composition of the most efficient combinations.

The aforementioned models enable NANSEN to analyze various energy-efficiency improvement
solutions (i.e., insulation of walls, roof, selection of doors, windows, solar panels, and other
elements) and to select the most rational ones by means of calculating the utility degree and market
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value. By next step, the obtained rational energy-efficiency improvement solutions are joined into
projects by means of a multivariant design. Afterwards, a multiple criteria evaluation is performed,
utility degrees calculated, and projects under consideration ranked in priority order for enabling a user
to choose the most rational ones. This way, NANSEN develops up to 100,000,000 built environment
improvement solutions.

A model-base management subsystem of NANSEN allows a user to adapt the models to his/her
needs, eliminate those that are not necessary, and add new models.

2.2.3. Visual Data Mining by Artificial Neural Networks

Human participation is essential in data analysis as well as in decision-making. Computers are
still not able to replace human knowledge, skills, and capacities. Visual data mining helps a person
analyze data by visualizing and presenting it in a graphical form. Visualization of data enables a
person to understand and analyze it, draw conclusions, and make a decision [17].

Artificial neural networks (ANNs) can perform classification, clustering, function approximation,
prediction, optimization, and many other functions. For topographic mapping, a class of neural
networks, called self-organizing maps (SOMs), can be used [46]. SOMs are trained by using
competitive learning. SOMs can be applied for clustering, reduction of the dimensionality of
the data, and its visualization. Although there have been many modifications of SOMs [47,48],
the general Kohonen algorithm [43] realized in the SOM toolbox [46] was used here for the NANSEN
decision-support system.

Assume that we have some alternatives and the features (attributes) describing them and taking
numerical values. If several features describe the alternatives, the data is called multidimensional data.
To visualize such data, different methods can be used [16,46,48]. What distinguishes SOMs from others
is that they are able both to visualize and to cluster multidimensional data. The neurons of the map
can be arranged in a rectangular or a hexagonal grid. This research applied the rectangular topology
of SOM.

All neurons in this grid are specified by the n-dimensional codebook vector Mkl, where k designates
a row and l designates a column. To start training, it is necessary to set the initial values of Mkl
components, which are generally random numbers within the interval (0,1). During the training,
all the objects are submitted to the ANN many times and the codebook vectors are computed by
iteration. The codebook vectors of neurons are adapted iteratively based on the learning rule, provided
in Figure 1 (step 8).

The training of SOM continues until the maximum number of iterations is obtained.
After the training, the data is presented to SOM and “neurons-winners” for each object (in this
case, energy-efficiency improvement solution) are established and data clusters distinguished.
The advantages of the SOMs for development of energy-efficient solutions are further illustrated
in Section 3.

3. Case Study: Experimental Results

To demonstrate the performance of NANSEN, an experiment on a real case of an energy-efficient
individual house design was performed. This house will be located in Vilnius, Lithuania. A customer
is willing to construct a passive house, and therefore aims to select the most suitable alternatives
of insulation for walls and roof, nano-structured grout, windows, doors, heat recovery units,
and renewable energy devices (solar collectors, windmills, geothermal boilers).

The selection of the insulation material for walls will be explained in more detail for this present
publication. The system of criteria, their measuring units, significances, and values describing the
selected alternatives of walls are provided in Figure 3. Alternatives of the insulation are estimated
according to sixteen criteria, namely price (EUR/m2), projected heat conductance of thermal insulation
(W/(m·K)), compressive stress at a strain of 10% (kPa), bending strength (kPa), stability of dimensions
at certain temperature and moisture content (%), average density (kg/m3), water vapor resistance
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factor, limit level of a strain (%), long-term water absorption when submerged into water (%), tensile
strength perpendicular to the surface (kPa), bending strength of trimming plaster with concrete
(N/kv·mm), heat transfer coefficient for non-insulated concrete masonry (200 mm) (W/kv·m·K),
thermal resistance for non-insulated concrete masonry (200 mm) (kv·m·K/W), total thermal resistance
of the wall (kv·m·K/W), warranty (years), and a lifecycle (years). The system of criteria was developed
by the authors of this publication consulting with a customer and considering his needs. Significances
of criteria were established by the customer as in this case, he is a main beneficiary. It can be observed
that the most important criteria in selection of the walls for him are price, durability, and projected heat
conductance of thermal insulation. Hereby, these criteria will have the highest impact on multicriteria
evaluation results. Values of criteria were estimated by the authors of the present publication by
consulting with suppliers and analyzing the specifications.
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It should be noted that same procedures were applied to all of the elements (nano-structured
grout, windows, doors, roof insulation, heat recovery units, and renewable energy devices).

As all the necessary initial information was obtained, the NANSEN performs a multiple criteria
analysis and ranking of available alternatives (see Figure 4). It can be observed that insulation
Alternative 6 “PAROC FAS 3” was ranked the best.

Figure 5 shows how the value of insulation is quantitatively affected by values and significances
of criteria. NANSEN informs how to increase the attractiveness of the wall alternatives for a customer.
As an example, Alternative 1 “Kauno šilas 1” can be analyzed. The greatest influence in an assessment
of insulation materials is the criterion “price” (q1 = 0.6). A lower price makes an alternative more
attractive to a customer.
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The system recommends the following (see Figure 5):

• The price of alternative “Kauno šilas 1” is 40 EUR/m2. The price of the cheapest alternative
“PAROC FAS 3” is 18 EUR/m2. Calculations show that the price of the alternative “Kauno šilas 1”
can be decreased by 55% (to reach the least expensive alternative).

• Calculations show that a decrease of 55% in price would make the insulation material alternative
more attractive to a customer by 33%.

A method for determining the utility degree and market value of alternatives [15] can be used for
a more accurate analysis. For example, the market value analysis was performed for the Alternative
“Kauno šilas 1” (see Figure 6).
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Figure 6. The “Kauno šilas 1” insulation market value analysis.

The top of the table shows the iterations that have been made for calculating the market value.
Graphical visualization is also available. To calculate a market value, two iterations were performed
from an initial 40 EUR/m2 until the figure reached 30 EUR/m2, meaning that real market value of the
wall alternative shall be lower by 10 EUR/m2.

As an analysis is completed for all the elements (insulation of walls and roof, nano-structured
grout, windows, doors, heat recovery units, and renewable energy devices (solar collectors, windmills,
geothermal boilers)), the alternative combinations of energy-efficient solutions are automatically
developed and ranked, and the best alternative combinations are presented (see Figure 7). In this
case, the NANSEN has developed 16,329,600 alternative combinations. Figure 7 illustrates final
calculation results; the best combination is highlighted in red. NANSEN recommends the user to
manufacture windows at the company “Baltijos langai”, incorporate “TGE-Electrochrome” smart
glasses, to select doors from “Fortas”, to use “PAROC FAS 1” wall insulation and “EUROMAC2
MTP2-46” roof insulation, to install “LGH-50RX5” energy recovery system, “WATT 3000 S” solar
panels, “GMSW 10 plius” geothermal boiler, to choose walls with smart elements and to use “FUGA
NANOTHECH 730” nano-structured grout.
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Figure 7. Development of the combinations of energy-efficient alternatives and their multiple criteria
analysis (fragment).

Furthermore, it is possible to perform visual data mining. The advantages of the self-organizing
maps for decision-making on energy-efficiency improvement solutions are illustrated on the data
on walls (Figure 3), as well as combinations of energy-efficient solutions (Figure 7). The results are
presented in Figures 8–10. The SOM toolbox [49] is used in an experimental investigation. To compare
the alternatives, the necessary data for the SOM toolbox is a matrix, in which the rows correspond to
alternatives and the columns correspond to criteria; that is, if the notation in Section 2.2.3 is followed,
the alternatives are objects and the criteria are features.

Figure 8 illustrates dependencies and similarities of alternatives of the walls (in this case, n = 16,
m = 7). As a result of a small number of alternatives of the walls, the selection was a SOM with nine
neurons, r = 3 and s = 3. Figure 9 illustrates dependencies and similarities of criteria describing the
walls (in this case, n = 7 and m = 16). Here, SOM contains 16 neurons, r = 4 and s = 4. Figure 10
illustrates dependences and similarities of combinations of energy-efficient solutions (in this case,
n = 141 and m = 100). Here, SOM contains 100 neurons, r = 10 and s = 10.
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Figure 10. Visualization of combinations: (a) Combinations of alternative energy-efficient solutions on
the SOM; (b) Neurons-winners for alternative combinations.

In Figures 8–10, the cells filled with the numbers and dots refer to SOM neurons, and empty
cells mark the borders between SOM cells. The cells filled with the numbers correspond to the
“neurons-winners”. The SOM is presented in a u-matrix form [46]. Here, the SOM cells are in different
colors depending on distances between the codebook vectors. The color of the border cells depends
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on the distance between neighboring neurons. The color of the cells corresponding to the neurons
depends on the color of neighboring border cells.

In Figure 8, the numbers correspond to the alternatives of the walls. It can be observed that
Alternatives 3 and 7 are very similar, because they have the same “neuron-winner”. Some similarities
of Alternatives 2, 5, and 4 can be witnessed with Alternatives 3 and 7. Alternative 1 and Alternative 6
are different among themselves and among all remaining alternatives. More, but not such essential,
findings of alternative similarities can be derived from the u-matrix shown in Figure 8.

In Figure 9, the numbers correspond to the criteria describing the walls. Obviously, Criteria 2, 5,
8, 9, 11, 12, and 13 are very similar, because they have the same “neuron-winner”. Some similarities
of Criteria 14 and 15 with Criteria 2, 5, 8, 9, 11, 12, and 13 are noticeable. Moreover, Criteria 6, 7, and
16 have more similarities to Criteria 2, 5, 8, 9, 11, 12, 13, 14, and 15 as compared with the remaining
criteria. Criteria 1 and 4 are similar too. These constitute a separate cluster of criteria. Criteria 3 and 10
are different among themselves and among all remaining criteria. Therefore, four clusters of criteria
may be highlighted in this experiment: {1, 4}, {3}, {10}, and {2, 5, 6, 7, 8, 9, 11, 12, 13, 14, 15, 16}.

In Figure 10, the letters correspond to the different groups of combinations of energy-efficient
solutions. Letters are used because the number of the alternatives is high and many alternatives
correspond to the same “neuron-winner”. Alternatives corresponding to letters are presented on
the right. Although the number of “neurons-winners” is 16, the alternatives form two large clusters:
{A–K} and {L–P}. This is clearly seen in Figure 10, because some light zones separate the picture into
two parts that are in blue. Blue color indicates small distances among neurons.

Concluding the results of the experiments, new way was discovered to apply the SOM-type
neural networks in the initial analysis of multiple criteria decision problems. The results of the analysis
may influence the selection of the final set of alternatives and criteria in the decision making problem
by taking into account the discovered similarities of alternatives or criteria.

4. Discussion

Simulation results, presented in Section 3, revealed that the methods of multiple criteria evaluation,
multivariant design, and multidimensional data visualization by using ANNs could be successfully
integrated for development of the decision support systems aimed at improvement of the energy
efficiency in a built environment.

The main innovation of the developed NANSEN system, compared with the systems discussed
in Section 1, consists of the integration of different methods into a single, computer-based decision
making tool. Integration of the methods of multiple criteria evaluation, market value estimation,
multivariant design, and visual data mining allow performing extensive analysis of available energy
efficiency improvement solutions, considering the quantitative and qualitative external and internal
factors, as well as diminishing the price of a project and, therefore, better satisfying the requirements
of participating stakeholders. To the best knowledge of authors, none of the systems available in the
scientific literature are based on a combination of such methods as presented in Figure 1, nor does it
holistically perform functions such as the ones performed by NANSEN.

It is noteworthy to mention that the present case demonstrated an application of the NANSEN
system in the design of a new, energy-efficient individual building. Indeed, the presented methodology
and the system can be applied for various energy-related issues in different stages of the life cycle of
a built environment, that is, for selection of land parcels, construction technologies and approaches,
energy-efficient refurbishment measures, and demolition and utilization options. To adapt a NANSEN
for other tasks, a user has to describe alternative solutions by means of criteria along with their values
and significances. Then, the NANSEN will automatically perform a multiple criteria evaluation of
available solutions, calculate their utility degrees and adjust market values, join combinations of
solutions into the most efficient projects, visualize the results, and enable a user to select the most
rational project alternative. Most of the systems available in scientific literature are dedicated to solving
individual problems in single stages of respective life-cycle (i.e., design, construction, refurbishment)
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or are used for particular types of buildings (i.e., public, office, cultural heritage). Indeed, authors
agree that development of new decision support systems has a huge positive impact on the energy
efficiency improvement of a built environment as a whole, and believe that the presented NANSEN
system will contribute to better-informed, less time-consuming decisions.

A system is dedicated to stakeholders who are involved in the design and development processes
of energy-efficient built environment. Based on this model, stakeholders can develop many alternative
versions of the projects, in order to assess them and to make the final choice of the most rational one.
Currently, it is used for educational purposes.

The proposed NANSEN is easy to use in real world applications. An initial multiple
criteria evaluation and a multivariant design of alternatives can be performed using open source
software created in framework of the IDES-EDU project. It is available at http://iti.vgtu.lt/ieeppt/
vartotojosistemos.aspx with the system administrator’s permission. Within the IDES-EDU platform,
a user is able to create initial data tables of the objects and their criteria, and the calculations are
performed in an automated manner. A user manual is also available [50]. To perform visual data
mining, the SOM toolbox, as a package for MATLAB, is necessary. Thus, a MATLAB license must be
obtained. However, the method can be implemented using open-source environments, for example,
R, which is a free software environment for statistical computing and graphics, and which compiles
and runs on a wide variety of UNIX platforms, Windows, and MacOS.

The SOM Toolbox 2.0 [49] was used for present simulation. However, hardware configuration
does not affect the experimental results from the side of the SOM-type neural network. The authors
used a rather small configuration of the SOM for the experiments. The maximal number of neurons
does not exceed 100. Therefore, there are no special requirements for the software and hardware.

Some limitations need discussion. Present publication focuses on the methodology of research;
in the future publications, authors will provide more detailed explanations on different building
elements and their evaluation. The presented simulation results are pertinent to the case of
the energy-efficient house design. The customer who aims to build this house determined the
energy-related solutions, along with their evaluation criteria and significances. If other stakeholders
evaluate the solutions, different results can be obtained. For increased objectivity, the intention of
these authors in their future research is to apply expert methods for developing energy-efficiency
improvement solutions, their evaluation criteria, and the determination of criteria values and
significances in the future publications. Moreover, the authors aim to perform simulations for other
types of buildings, that is, public and office buildings. Furthermore, they intend to integrate the
NANSEN with the biometric stress management system [51], which will enable a more accurate
analysis of customer requirements. Finally, a cost–benefit analysis regarding the implementation of the
proposed solutions will be considered in the future research.

5. Conclusions

Selection of the most rational energy-efficiency measures in a built environment is a
multidimensional problem whose solution requires consideration of stakeholders’ needs as well
as external and internal environmental factors.

The experimental results revealed that the methods of multiple criteria evaluation, multivariant
design, and multidimensional data visualization using ANNs can be successfully integrated for
development of the decision support systems aimed at improvement of the energy efficiency in a built
environment. Using integrated methods, the presented NANSEN system enables a user to develop
up to 100,000,000 combinations of alternative energy-efficiency improvement solutions. Moreover,
the system allows determining the strengths and weaknesses of each energy-efficient built environment
project and its components, provides recommendations, and calculates utility degrees along with
multidimensional data visualization by SOM-type neural networks.

In the experimental case, the NANSEN has developed 16,329,600 alternative combinations of
energy-efficient individual house elements and recommended that a user manufacture windows at

http://iti.vgtu.lt/ieeppt/vartotojosistemos.aspx
http://iti.vgtu.lt/ieeppt/vartotojosistemos.aspx
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the company “Baltijos langai”, incorporate “TGE-Electrochrome” smart glasses, select doors from
“Fortas”, use “PAROC FAS 1” wall insulation and “EUROMAC2 MTP2-46” roof insulation, to install
“LGH-50RX5” energy recovery system, “WATT 3000 S” solar panels, “GMSW 10 plius” geothermal
boiler, to choose walls with smart elements, and to use “FUGA NANOTHECH 730” nano-structured
grout. Visual data mining results can be used for selecting the final set of alternatives and criteria in
the decision-making problem, taking into account the discovered similarities of alternatives or criteria.

Author Contributions: Conceptualization, A.K.; Methodology, A.K. and G.D.; Data Curation, O.K., L.K. and J.N.;
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